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Abstract: For humans and visual animals vision it is the primary and the most sophisticated 
perceptual modality to get information about the surrounding world. Depth perception is a 
part of vision allowing to accurately determine the distance to an object which makes it an 
important visual task. Humans have two eyes with overlapping visual fields that enable 
stereo vision and thus space perception. Some birds however do not have overlapping 
visual fields, and compensate this lask by moving their heads, which in turn makes space 
perception possible using the motion parallax as a visual cue. This paper presents a 
solution using an opto-mechanical filter that was inspired by the way birds observe their 
environment. The filtering is done in a parallel way which makes it very fast to calculate. 
The proposed system can be used in robotics for 3D space perception. 
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1 Introduction 

Most herbivores, especially hoofed grazers, lack depth perception. Instead, they 
have their eyes on the side of the head, providing a panoramic, almost 360º view 
of the horizon - enabling them to notice the approach of predators from any 
direction. However both avian and mammalian predators have frontal eyes, 
allowing them to precisely judge distances when they pounce, or swoop down, 
onto their prey. 

In modern terminology, stereopsis is depth perception from binocular vision 
through exploitation of the two slightly different projections of the world on the 
two retinas called parallax. Depth perception does indeed rely primarily on 
binocular vision, but it also uses many other monocular cues to form the final 
integrated perception. There are monocular cues that would be significant to a 
‘one-eyed’ person, and more complex inferred cues, that require both eyes to be 
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perceiving stereo while the monocular cues are noted. This ‘third’ group relies on 
processing within the brain of the person, as they see a full field of view with both 
eyes. 

Stereopsis has been one of the most widely explored topics of 3D vision. A 
classical stereo system typically includes two cameras placed side by side to 
capture stereo image pairs. The depth information of the captured scene is 
calculated from the disparity map of these two images. Instead of using two or 
more cameras, one can also sequentially capture image pairs by repositioning a 
single camera. The advantage of using a single camera over the two-camera 
systems is that the identical intensity response of the stereo pairs captured with the 
same camera can improve the accuracy of correspondence matching. 

Besides the approach of displacing a single camera, several other single-camera 
systems have also been investigated. Each of them has its own unique features. 
Adelson and Wang designed a plenoptic camera system which uses a lenticular 
array placed in front of the image plane to control the light path, and the depth 
information is extracted by analyzing a set of sub-images [5]. Lee and Kweon 
presented a bi-prism stereo camera system which forms the stereo pairs on the left 
and right halves of a single CCD sensor by a bi-prism [3]. Nene and Nayar 
investigated stereo imaging using different types of mirrors including planar, 
ellipsoidal, hyperboloidal and paraboloidal mirror [6]. The subject of this paper is 
a rotating periscope which is placed in the axis of the camera. By rotating the 
periscope in a vertical plane around the camera’s optical axis, the image of the 
scene follows a circular shift on the vertical plane. In the presented experiment, 
two images corresponding to two fixed poses of the plate are captured. Feature 
points are extracted by looking for zero-crossings on images filtered by LOG 
(Laplacian of Gaussian) filter. In the proposed idea the depth information is 
extracted from the comparison of a sharp and a blurred image. 

This paper is organized as follows: in Section 2 the proposed concept is described. 
This is followed by the computer based simulations of the concept in Section 3. 
Section 4 introduces the opto-mechanical filter and other hardware 
implementation. The paper is closed by the test results and conclusions about the 
results and future perspectives. 

2 The Proposed Concept of 3D Perception 

2.1 Depth Perception with Single Camera 

Although herbivores have sacrificed the depth perception for a much larger view 
range with eyes on the sides of the head, they are able to judge approximately 
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distances in another way. Actually it is realized by the parallax method as in case 
of predators, but in this case it is a parallax motion, so the slightly shifted points of 
view are realized by the motion of the head. 

A well know example is the cock, which moves his head forward and backward 
synchronously with its stepping. 

Another example in the nature which seems similar to the method presented in this 
paper is the method of the ostrich, which has a special method for the depth 
perception. From time to time it does a circular motion with its head in a vertical 
plan with the aim of getting better depth information on the great plain. The longer 
is the baseline (the distance of points of view), the more precise depth information 
the bird can perceive. This allows to judge the distance in a greater range. 

2.2 Reduce the Image Processing Cost by Using Motion Blur 

There are several techniques for stereo vision with 2 or more cameras. The 
drawback of these techniques is the cost due to the multiple of high quality 
cameras, the sophisticated programming of image processing and consequently a 
big hardware background. Several problems turn up in these techniques: 
opposition of image quality (resolution, colour depth and frame per second) and 
data transfer and processing ability. 

2.3 The Geometry of Stereo Vision in Case of a Two-Camera 
System 

Consider the images p and p’ of a point P observed by two cameras with optical 
centres O and O’. These five points all belong to the epipolar plane defined by the 
two intersecting rays OP and O’P. In particular, the point p’ lies on the line l’, 
where this plane and the retina P’ of the second camera intersect. The line l’ is the 
epipolar line associated with the point p, and it passes through the point e’ where 
the baseline joining the optical centres O and O’ intersects P’. Likewise, the point 
p lies on the epipolar line l associated with the point p’, and this line passes 
through the intersection e of the baseline with the plane P (Figure 1). 

The points e and e’ are called the epipoles of the two cameras. The epipole e’ is 
the (virtual) image of the optical centre O of the first camera in the image 
observed by the second camera, and vice versa. As noted before, if p and p’ are 
images of the same point, then p’ must lie on the epipolar line associated with p. 
This epipolar constraint plays a fundamental role in stereo vision and motion 
analysis. Since the most challenging task in stereo vision is finding the 
correspondence between points on the two images, using the epipolar constraint 
for a stereo camera setup shrinks the search area for a point p being the pair of 
point p’  from a plane to a line. 
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Figure 1 

In the previous section it was shown that point P lies on the lines defined by Op 
and O’p’. 

If the intrinsic and extrinsic parameters of the cameras are known, the above two 
lines determine the three-dimensional position of point P. The retrieval of three-
dimensional information from two or more pieces of two-dimensional information 
is referred to as 3D reconstruction. 

The reconstruction is realized by matrix transformations. There are several 
methods in which a common coordinate system is defined, in that coordinate 
system projection planes and the transformation matrix is to be defined for the 3D 
reconstruction. 

But these are the vast calculations for a high resolution, great fps video. 

The idea was inspired to get round this difficult image process by processing in an 
analog way. 

2.4 Motion Blur 

It is the apparent streaking of rapidly moving objects in a still image. When a 
camera creates an image, that image does not represent a single instant of time. 
Because of technological constraints or artistic requirements, the image represents 
the scene over a period of time. As objects in a scene move, an image of that scene 
must represent an integration of all positions of those objects, as well as the 
camera's viewpoint, over the period of exposure determined by the shutter speed. 
In such an image, any object moving with respect to the camera, will look blurred 
or smeared along the direction of relative motion. This smearing may occur on an 
object that is moving or on a static background if the camera is moving. 

The mathematical form of the integration of the light captured on the sensor 
during the motion blur (Figure 2): 
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Figure 2 
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is the path of the point observed on the sensor 
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))(()( , equation of the image of horizontal motion 

blur of any point is the time integration the light intensity on time with the motion 
of the point 
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The equation of the whole image is the integration of the equation 3 on the entire 
surface: 
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This way by using motion blur effect an analog integration of points can be gained 
without using any computer. 

 
Figure 3 

We can see also that the edges are reinforced which are oriented to the direction of 
the motion blur and those are blurred which are oriented in other direction. So we 
can reinforce the contour of object in a certain orientation with a straight motion 
(Figure 3). But if we want to reinforce the contour in all directions then we have to 
apply a circular motion. 
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This leads to the final idea, that is by moving one camera on a circular path creates 
a blurred image with reinforced contours from which spatial information can be 
extracted based on that consideration that the closer the object is the more it is 
blurred, and so the further the object is the less it is blurred. It means the more 
intense the contour is the closer the object is. 

It is already a technical consideration that instead of moving a camera, it is 
advisable to use an optical device creating a turning image. The most suitable such 
a device is the periscope. It shifts the image parallel as much as it is designed. 
Fortunately it does not rotate the image as it turns around just shift the view point 
and describe a circular path. In an idealistic case it does not cause even any image 
distortion. 

An image may contain edges of different strengths. Applying the circular blur on 
the images may result in similar edge strength values, if the blurred edges were 
not similar and they were in a different distance. This explains why the resulting 
blurred image has to be compared to a reference image containing the non-blurred 
edge values (Figure 4). 

Figure 4 

3 Computer Simulations 

In the first step with the purpose of ensuring these theories, a computer simulation 
was elaborated. 

With a Matlab based program, two different distances were simulated by applying 
two different motion radiuses on a given image. 

After applying the Sobel operator and comparing the changes in intensity, the 
following results were obtained. 

still image 

blurred image 

parallel 

Light intensity on the images 

fast motion blur slow motion blur 
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Figure 5 

Figure 5 shows the still, reference image of the original test object. 

The first motion blur was made on a circle of a radius 10 units (Figure 7), the 
second on a radius of 30 units (Figure 6) which are equivalent with two different 
distances from the camera. 

  

Figure 6 

On the right of the Figures 6 and 7 the index numbers show the difference of the 
light intensity changes. 

After checking several point pairs on the two results, we got that the index number 
is always larger in the second case. This means that the proposed method is able to 
compare distances. We can say that the theory is proved by the simulation. 

  
Figure 7 
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4 The Rotating Periscope 

A mechanical frame was designed to implement the rotating periscope concept. 
During the design a compromise had to be made between the lengh of the 
periscope and the angular width of the field of view. The result was a 20 degrees 
symmetrical field of view and a periscope length 68 millimeters. This length has 
been chosen because it coinsides the average distance between the eyes of a 
human. 

The camera is positioned in front of the periscope, which is mounted using a large 
diameter bearing around the optical axix of the camera. This allows the periscope 
to be rotated using an external motor, and also reduces vibration and any other 
mechanical noise. 

4 mm thick mirrors have been used, which have a very low distortion and bending 
radius. The mirrors have to be parallel with a very low error causing a 
disalignment of the image less than one pixel. 

The drawings and rendered view of the periscope are shown in Figure 8, while the 
implemented 

  
Figure 8 

  

Figure 9 
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5 Testing and Evaluation 

5.1 First Test 

To set up the test, it is only needed to give the supply voltage for the motor and 
the camera and connect the camera to a PC by a fire-wire cable (Figure 5.1). 

On the camera’s lens the aperture and the focal distance can be adjusted. The user 
interface supplied for the camera the exposure time, the resolution, the colour 
depth, etc. are adjustable. 

 
Figure 5.1 

At the first experiments the mechanism worked well, but the image was distorted. 
The point of the test was that if the camera looks at an infinite distance (600 
meters across the river) the image should not change at all. But the result was a 
fluctuating distortion of the image. It was obviously the consequence of the too 
low quality mirrors. This way the evaluation of the image is not possible because 
the blurred image is not a consequence of the relative motion. 

Evidently the mirrors were to be changed. 

5.2 Second Test 

After changing to 4 mm thick much more rigid mirrors the result was better, not 
distorted, but still not perfect. The test was the same as previously, a still image 
was expected to appear. The resulting image was however blurred again (Figure 
5.2). It was realized that there was also a misalignment of the mirrors. If they are 
not perfectly parallel then the axis of the periscope does not coincide with the axis 
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of the camera and the rotation axis, so the image is blurred proportionally to the 
misalignment, and not to the displacement of the view point. 

Short estimation of the misalignment: the distance from the buildings on the other 
side of the river is about 700 m, the relative displacement of them is about 2 m, 
arctan (2/700)=0,1 degree. So the periscope is to be redesigned a bit to be able to 
regulate the inclination of the mirrors. Until the submission of this paper it was not 
worked out. Conclusions 10 

After designing and fabricating the periscope the theoretical conception was 
tested. It was realized that the concept is relatively very sensitive to the precision 
of the optical device but this precision requirement is still far from the precision of 
general optical device like for e.g. a handy cam. It can be stated that the image 
quality depends from the applied camera, and the image processing is faster than 
in case of the binocular stereo matching techniques. 

 
Figure 5.2 

If good test results will be obtained in the near future, then this concept has a great 
chance to be worked-out in a more compact and applicable form, and has a good 
chance for interest in the industrial applications, or for e.g. intelligent space 
applications and robotics. 
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