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Abstract: Optimization methods known from the literature include gradient techniques and 
evolutionary algorithms. The main idea of gradient methods is to calculate the gradient of 
the objective function at the actual point and then to step towards better values according 
to this value. Evolutionary algorithms imitate a simplified abstract model of evolution 
observed in nature. Memetic algorithms traditionally combine evolutionary and gradient 
techniques to exploit the advantages of both methods. Our current research aims to 
discover the properties, especially the efficiency (i.e. the speed of convergence) of 
particular evolutionary and memetic algorithms. For this purpose the techniques are 
compared by applying them on several numerical optimization benchmark functions and on 
fuzzy rule base identification. 
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1 Introduction 

The scope of engineering applications based on soft computing methods is 
continuously expanding in the field of complex problems, because of their 
favorable properties. Evolutionary computation (and evolutionary based, e.g. 
memetic) methods form a huge part of these techniques. However, both theory and 
application practice still contain many unsolved questions, hence researching the 
theory and applicability of these methods is obviously an important and actual 
task. As the results of the investigations on applicability mean some kind of 
labeling for the involved methods, there are two outcomes of these investigations. 
One is the fact that they result in practical knowledge for industrial users 
concerning which techniques offer better possibilities and which ones are worth to 
be selected for integration into their respective products. The other one is feedback 
to the researchers regarding to in which direction they should continue their work. 
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Our work aims at the investigation of such methods. Evolutionary computation 
algorithms are numerical optimization techniques, so their efficiency can be 
characterized by the speed of convergence to the global optimum. Since so far 
there have not been invented any methods to obtain this property exactly, it can be 
figured out mostly by simulation. Therefore this investigation is based on 
simulation carried out using a modular software system that we implemented in C 
language, introduced in [1] and discussed deeper in [2]. 

It contains two larger units: a machine learning frame and a main optimization 
module. Thus the system is able to deal with both optimization and machine 
learning problems. 

The learning frame implements fuzzy rule based learning with two inference 
methods, one using dense while the other one spare rule bases. The former method 
is called Mamdani-inference [3] and the latter one is the stabilized KH-
interpolation technique [4], [5]. 

The optimization main module contains various sub-modules, each one 
implementing an optimization method, such as steepest descent [6] and 
Levenberg-Marquardt [7], [8] from the family of gradient techniques, furthermore 
genetic algorithm [9] and bacterial evolutionary algorithm [10] both being 
evolutionary methods. Obviously, memetic techniques [11] are also available in 
the software as the combination of the previous four algorithm types. 

The methods have been compared by their respective performance on various 
optimization benchmark functions (that are typically used in the literature to 
‘evaluate’ global optimization algorithms) and on machine learning problems. 

Although many results have been published comparing particular evolutionary and 
memetic techniques (see e.g. [10], [12]), these discussions considered only a few 
methods and mainly focused on the convergence of the algorithms in terms of 
number of generations. However, different techniques have very differing 
computational demands. This difference is sometimes two or three orders of 
magnitude in computational time. Therefore the question arises: what is the 
relation of these methods compared to each other in terms of time? This has been 
set as the main question of this research. 

Actually, our work is far from being complete, because we definitely have not 
implemented and compared all optimization and inference methods that can be 
found in the literature. This paper first of all tries to give a concept how such 
comparative investigations can be carried out. 

The next section gives a brief overview of the algorithms and techniques used. 
After that, the benchmark functions and machine learning problems will be 
described, that are applied in the simulations. The simulation results and the 
observed behavior will be discussed in the fourth section. Finally, we summarize 
our work and draw some conclusions. 
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2 Overview of the Algorithms and Techniques Used 

In order to carry out this investigation, it is necessary to overview two related 
theoretical topics and to point at the connection between them. One of these is 
numerical optimization and the other one is supervised machine learning. 

The following subsections aim to give a brief overview of some important points 
of these theoretical aspects, which will be referred to later repeatedly in the paper. 

2.1 Numerical Optimization 

Numerical optimization [6] is a process, where the (global) optimum of an 
objective function fobj(p) is being searched for by choosing the proper variable (or 
parameter) vector p. The optimum can be the maximum or the minimum of the 
objective function depending on the formulation of the problem. 

There are several deterministic techniques as well as stochastic algorithms for 
optimization. Some of them will be presented below; these are the ones that were 
investigated in our work. 

2.1.1 Gradient Methods 

A family of iterative deterministic techniques is called gradient methods. The 
main idea of these methods is to calculate the gradient of the objective function at 
the actual point and to step towards better (greater if the maximum and smaller if 
the minimum is being searched) values using it by modifying p. In case of 
advanced algorithms additional information about the objective function may also 
be applied during the iterations. 

One of the most frequently used methods of this type is the steepest descent 
algorithm (SD) [6]. Each of its iterations contains the following steps: the gradient 
vector is computed, it is multiplied with a so-called bravery factor and finally, it is 
added (in case of searching for the maximum) or subtracted (in case of searching 
for the minimum) from the actual position to obtain the new position. If the 
gradient vector function is given, the vector can be obtained by calling this 
function, otherwise by a pseudo-gradient computation. 

A more advanced and effective technique is the Levenberg-Marquardt algorithm 
(LM) [7], [8]. The steps applied during the iterations are based on a Jacobian 
matrix. Each row of this matrix contains the gradient vector of the so-called 
residual functions, whose sum of squares is being minimized. If the Jacobian 
matrix computing function is given, the matrix can be obtained by calling this 
function, otherwise by a pseudo-Jacobian computation. 

After a proper amount of iterations, as a result of the gradient steps, the algorithms 
find the nearest local minimum quite accurately. However, these techniques are 
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very sensible to the location of the starting point. In order to find the global 
optimum, the starting point must be located close enough to it, in the sense that no 
local optima separate these two. 

2.1.2 Evolutionary Computation Methods 

A family of iterative stochastic techniques is called evolutionary algorithms. 
These methods, like the genetic algorithm (GA) [9] or the bacterial evolutionary 
algorithm (BEA) [10], imitate the abstract model of the evolution observed in the 
nature. Their aim is to change the individuals in the population by the evolutionary 
operators to obtain better and better ones. The goodness of an individual can be 
measured by its ‘fitness’. If an individual represents a solution for a given 
problem, the algorithms try to find the optimal solution for the problem. Thus, in 
numerical optimization the individuals are potentially optimal parameter vectors 
and the fitness function is a transformation of the objective function.  If an 
evolutionary algorithm uses an elitist strategy, it means that the best ever 
individual will always survive and appear in the next generation. As a result, at the 
end of the algorithm the best individual will hold the (quasi-) optimal values for p, 
i.e. the best individual will represent the (quasi-) optimal parameter vector. 

2.1.3 Memetic Algorithms 

Evolutionary computation techniques explore the whole objective function, 
because of their characteristic, so they find the global optimum, but they approach 
to it slowly, while gradient algorithms find only the nearest local optimum, 
however, they converge to it faster. 

Avoiding the disadvantages of the two different technique types, evolutionary and 
gradient methods may be combined [11], [12], for example, if in each iteration for 
each individual some gradient steps are applied. Expectedly, this way the 
advantages of both gradient and evolutionary techniques can be exploited: the 
local optima can be found quite accurately on the whole objective function, i.e. the 
global optimum can be obtained quite accurately. 

There are several results in the literature confirming this expectation in the 
following aspect. Usually, the more difficult the applied gradient step is, the 
higher convergence speed the algorithm has in terms of number of generations. It 
must be emphasized, that most often these results discuss the convergence speed 
in terms of number of generations. However, the more difficult an algorithm is, 
the greater computational demand it has, i.e. each iteration takes longer. 

Therefore the question arises: how does the speed of the convergence change in 
terms of time if the gradient technique applied in the method is changed? 
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Apparently, this is a very important question of applicability, because in real 
world applications time as a resource is a very important and expensive factor, but 
the number of generations the algorithm executes does not really matter. 

This is the reason why the efficiency in terms of time was chosen to be 
investigated in this paper. 

Our work considers six algorithms: 

• Genetic algorithm, GA (without gradient steps) 

• Genetic steepest descent, GSD (GA using SD steps) 

• Genetic memetic algorithm, GMA (GA using LM steps) 

• Bacterial evolutionary algorithm, BEA (without gradient steps) 

• Bacterial steepest descent, BSD (BEA using SD steps) 

• Bacterial memetic algorithm, BMA (BEA using LM steps) 

2.2 Supervised Machine Learning 

Supervised machine learning [13] means a process where parameters of a ‘model’ 
are being adjusted so that its behavior becomes similar to the behavior of the 
‘system’, which is to be modeled. Since the behavior can be characterized by 
input-output pairs, the aim of the learning process can be formulated so that the 
modeling system should give similar outputs for the input as the original system 
does.  

The model can be for example a simple function (e.g. a polynomial function), 
where the parameters are the coefficients, or it can be a neural network, where the 
parameters are the weights, or it can be a fuzzy rule base together with an 
inference engine [14]. In this case the parameters can be the characteristic points 
of the membership functions of the rules in the rule base. In our work we applied a 
fuzzy rule base combined with an inference engine using both Mamdani-inference 
[3] and stabilized KH-interpolation techniques [4], [5]. 

If a function φ(x) denotes the system and f(x,p) denotes the model, where x∈X is 
the input vector and p is the adjustable parameter vector, the previous requirement 
can be expressed as follows: 

),()(: pxxXx f≈∈∀ φ  

In a supervised case the learning happens using a set of training samples (input-
output pairs). If the number of samples is m, the input in the ith sample is xi, the 
desired output is di = φ(xi) and the output of the model is yi = f(xi,p), the following 
formula can be used: 
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The error (ε) shows how similar the modeling system to the system to model is. 
(See figure 1.) It is the function of the parameter vector, so it can be denoted by 
ε(p). Let us use a widely applied definition for the error, the Mean of Squared 
Errors (MSE): 
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Obviously, the task is to minimize this ε(p) function. It can be done by numerical 
optimization algorithms. 

 
Figure 1 

Supervised machine learning 

This way machine learning problems can be traced back to optimization problems, 
furthermore they can be applied to discover the efficiency of evolutionary and 
memetic algorithms. 

3 Benchmark Functions and Machine Learning 
Problems 

The optimization benchmark functions and machine learning problems, which 
were used during our investigations, will be described in this section. 

In case of the benchmark functions the minimum value, in case of the learning 
problems the minimum error is searched. 
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3.1 Benchmark Functions 

In our investigations five benchmark functions were applied: Ackley’s [15], 
Keane’s [16], Rastrigin’s [17], Rosenbrock’s [18] and Schwefel’s function [19]. 
These functions are widely used in the literature to evaluate global optimization 
methods, like evolutionary techniques. They are generic functions according to 
dimensionality, i.e. the number of dimensions of these functions can be set to an 
arbitrary positive integer value. In our simulations this value was set to 30, 
because it is a typical value in the literature for these functions. 

Ackley’s, Keane’s, Rastrigin’s and Schwefel’s functions are multimodal, i.e. they 
have more than one local optima (actually they have a number of local optimum). 

Rastrigin’s function is separable as well as Schwefel’s function. This means that 
the minimization along each dimensions result the minimum. 

For example Ackley’s benchmark function is given as follows (k denotes the 
number of dimensions): 
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3.2 Machine Learning Problems 

In our investigations three machine learning problems were applied: the one 
dimensional pH [12], the two dimensional ICT [12] and a six dimensional 
problem that was also used by Nawa and Furuhashi to evaluate the performance of 
bacterial evolutionary algorithm [10]. 

For example this six dimensional function is defined as follows: 
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4 Results and Observed Behavior 

In the simulations the parameters had the following values. The number of rules in 
the rule base was 4, the number of individuals in a generation was 14. In case of 
genetic techniques the selection rate was 0.3 and the mutation rate was 0.1, in case 
of bacterial techniques the number of clones was 5 and 4 gene transfers were 
carried out in each generation. The genetic methods applied elitist strategy. In case 
of memetic algorithms 8 iteration long gradient steps were applied. The gradient 
vector and the Jacobian matrix computing functions were not given, hence 
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pseudo-gradients and pseudo-Jacobians were computed where steepest descent or 
Levenberg-Marquardt gradient steps were used. 

The numbers of training samples were between 100 and 200 in the learning 
processes. 

During the runs the fitness values of the best individuals were monitored in terms 
of time. This fitness value was calculated based on the MSE value (measured on 
the training samples) as follows: 
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In case of all algorithms for all benchmark functions and learning problems 10 
runs were carried out. Then we took the mean of the obtained values. These means 
were presented in figures, to get a better overview. The horizontal axes show the 
elapsed computation time in seconds and the vertical axes show the fitness values 
of the best individuals at the current time. 

On the figures (see later) dashed lines show the result of the pure evolutionary 
algorithms (GA and BEA), dotted lines denote the techniques using steepest 
descent gradient steps and solid lines present the graphs of methods using 
Levenberg-Marquard technique. 

The results of the runs and their short explanations follow in the next subsections. 
Every simulation will not appear though, because their great number does not 
allow it, rather some example results will be presented in the next three 
subsections. The results for the other optimization benchmark functions and 
learning problems are mostly, but not always similar, therefore these examples 
present only a behavior that were observed most often. 

In subsection 4.4 conclusions will be drawn about the behavior of the methods 
considering all of the simulations. 

4.1 Results for Ackley’s Benchmark Function 

This example presents the performance of the compared techniques on Ackley’s 
benchmark function.  

Figure 2 shows the fitness values of the best individuals in terms of time. 

As it can be observed, bacterial algorithms gave better results than genetic 
techniques. Actually bacterial methods found the global optimum (the 10 fitness 
value indicates this fact). At the beginning BEA and BSD were better than BMA, 
but after an adequate time BMA was not worse than any other algorithm. 
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Bacterial techniques were better than the corresponding genetic methods (i.e. BEA 
was better than GA, BSD was better than GSD, etc.). 

 
Figure 2 

Results for Ackley’s benchmark function 

4.2 Results in Case of Applying Mamdani-Inference-based 
Learning for the ICT Problem 

This example presents the performance of the compared techniques on the two 
dimensional ICT problem, when Mamdani-inference based learning was applied.  

Like in the previous case, there is an adequate time again from when BMA was 
not worse than any other technique; however at the beginning BEA was better.  

At the end GMA gave the second best result. Thus it was better than any other 
genetic algorithms (see Figure 3). 

The methods using steepest descent gradient steps were the worst among both 
bacterial and genetic algorithms. 

Again, bacterial techniques were always better than the corresponding genetic 
methods. 
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Figure 3 

Results for the ICT learning problem applying Mamdani-inference based learning 

4.3 Results in Case of Applying Stabilized KH-interpolation-
based Learning for the Six Dimensional Problem 

This example presents the performance of the compared techniques on the six 
dimensional learning problem, when stabilized KH-interpolation based learning 
was applied.  

In this case from the beginning BMA and GMA gave the best fitness values, and 
there is also a time limit from when BMA was the best of all algorithms.  

At the end GMA gave the second best results, thus it was better than any other 
genetic algorithm (see Figure 4). 

The methods using steepest descent gradient steps were the worst among both 
bacterial and genetic algorithms. 

Bacterial techniques were better than the corresponding genetic methods. 

4.4 Observed behavior 

Based on the simulation results we observed the following behaviors: 

• Generally, bacterial techniques seemed to be better than the 
corresponding genetic methods. 

• Generally, for learning problems GMA had the highest convergence 
speed among genetic algorithms. 
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• Usually (but not always), after a sufficient time, BMA was not worse 
than any other algorithms. The more difficult the problem is, the better 
the advantage of the technique appears. 

It might be said that BMA advances ‘slowly but surely’ to the optimum. ‘Slowly’, 
because in most of the cases at the beginning it did not have the highest 
convergence speed. ‘Surely’, because during the simulations it did not lose so 
much from its efficiency than the other techniques. 

 
Figure 4 

Results for the 6 dimensional learning problem applying stabilized KH-interpolation based learning 

Conclusions 

In our work various evolutionary and memetic algorithms have been compared on 
general optimization benchmark functions and on machine learning problems 
using a software that was developed by ourselves and that can be found in the 
referred works. 

After we carried out simulation runs and investigated the obtained results, we 
drew some conclusions about the behavior of the various techniques compared to 
each other. They can be shortly summed up as follows. Generally, bacterial 
techniques seemed to be better than the corresponding genetic methods. Usually, 
algorithms applying LM technique seemed to be better for learning problems than 
methods not using gradient steps or using SD. 

To reinforce these tendencies, as a continuation of this work, carrying out more 
simulations is necessary. Further research may aim to compare other global 
optimization algorithms that can be found in the literature. 
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