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Abstract: The paper suggests a three level hierarchical structure dedicated to the 
behaviourist representation of knowledge. The first level, referred to as the strategic one, is 
used in the problem solving providing the solution. The second level, called the tactical 
one, is employed in the solution implementation. The third level, named as the operational 
one, is meant for the solution execution. The first level is a strategically level the second is 
a tactical level and the third is an operational level. Feedback information from all higher 
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hierarchical levels is used in learning to develop the lower levels. A case study concerning 
the control system of an autonomous car is considered to exemplify the design of the new 
knowledge representation structure. 

Keywords: behaviour, knowledge, robots 

1 Introduction 

Knowledge Representation (KR) has been an active field in the more than six 
decades of history of artificial intelligence. The research concerning the KR can 
be organized in three main approaches, the weak method problem solving, the 
strong method problem solving, and the agent-based approaches. 

The recent research directions in KR belong to the three main approaches. 
Answering and question-specific KR with web application is treated in [1]. The 
ontology domain-based KR is proposed in [2]. An integration of entities, relations 
and problems in KR is suggested in [3]. Attractive applications of KR in 
prediction and identification are presented in [4, 5]. 

The aim of this paper is to suggest an original three level hierarchical structure for 
KR. It is viewed in the framework of conceptual graph KR [6] and subsumption 
architecture for robots [7]. According to [7] the intelligence is the product of the 
interaction between an appropriately designed system and its environment. Our 
idea starts from this point, viz. the need to design a system which allows 
interactions, in a specific way, with the environment and learn from these 
interactions. By specific way we understand interactions based on known 
collections of behaviours. By learning from the mentioned interaction we 
understand the possibility to develop the collections of behaviours. Therefore the 
new structure ensures the behaviourist representation of knowledge. 

The paper treats the following topics. The conceptual description of the KR 
structure is presented in the next section. Section 3 is dedicated to the case study 
where subsystems of the new KR structure are designed and implemented in a 
control system for an autonomous car. The conclusions are highlighted in Section 
4. 
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2  Conceptual Description of Knowledge 
Representation Structure 

The KR hierarchical structure is presented in Fig. 1. The structure consists of three 
levels described as follows. 

 
Figure 1 

Structure of Knowledge Representation 
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The first level is the strategic level. It transforms the user goal in to a strategy. It 
operates as a problem solver engine with two main subsystems, a hypothesis 
database and a procedure which chooses the best hypothesis and next transforms it 
into a strategic solution. 

The strategic level contains procedures needed for the constructions of the new 
hypothesis. That construction enables the learning process. 

The second level is the tactical level. It is dedicated to the transformation of the 
strategic solution into a tactical one. Therefore a behaviour data base is queried for 
the solution. 

A behaviour is a network of actions used to implement a part of the strategy. The 
tactical solutions becomes in a step-by-step manner a network obtained from 
dynamically linked behaviours. 

The tactical level contains procedures needed for the constructions of the new 
behaviour. That construction supports the learning process. 

The third level is the operational level. Its role is the management of the tactical 
solution. More precisely it triggers and controls each action from the mentioned 
network, and gathers information from the sensors. 

If the sensors confirm the control solution the operational level will continue the 
tactical solution. If not new tactical solutions are needed. 

The structure presented in Fig. 1 shows that the goal (task, problem) is 
transformed into a hypothesis by the following subsystems: 

- the Strategic solution block, which operates also with the Hypothesis 
Database by a collection of strategic solutions, 

- the Tactical Report block by information about the failure of the tactical 
solutions, 

- the New Hypothesis block by a procedure which constructs the new 
hypothesis. 

The selected hypothesis generates and transforms a behaviours network into a 
Tactical solution block. That is the reason why the mentioned block is also linked 
with the following subsystems: 

- the Behaviors Database, representing a collection of behaviours, 

- the Sensor Fusion block, which stands for a set of information on the 
environment, 

- the New Behaviors block, which is a procedure employed in the generation of 
new behaviours. 

The current behaviour contains a set of actions which are triggered by the Control 
solution block. 
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The proposed structure contains all the three levels of information processing i.e. 

- the abduction, where the best hypothesis is selected from a set of hypotheses, 

- the deduction, where the Goal is transformed into a hypothesis or the 
hypothesis is transformed into a behaviour, 

- the induction, which is used for the constructions of new behaviours or 
hypotheses. 

3 Case Study 

The case study is dedicated to the design of part of the subsystems presented in the 
previous section for the control system of an autonomous car. The 
implementations were done at the University of Applied Science Heilbronn, 
Germany, in the framework of the Automotive Competence Centre (ACC) 
“Fahrautomat” project. Therefore the autonomous car is referred to also as the 
ACC autonomous car or the ACC autonomous robot [8, 9]. 

The KR structure design is supported by the analysis of the architectures which 
model the human behaviour. Useful approaches are reported in [10, 11]. We 
consider that it is suitable to model and implement rather the “human driver 
decisions act” than the “human driver actions”. Thus the KR structure is organized 
in terms of Fig. 1. 

To obtain the human driver behaviour a preliminary analysis should offer answers 
to the following questions: 

- “how does a common driver act, or what is a driving behaviour?”, 

- “can we obtain a fundamental truth about that behaviour and use it in our 
construction?”, 

- “can we identify tools to transform and implement that behaviour into a 
software architecture?”. 

To answer the first question we must give the definition of the behaviour by 
underlining the semantic characteristics of “driving behaviour”. It is important to 
derive the category tree of that word making use of {act → activity → (behaviour, 
practice, ...)}. Therefore the behaviour is an action or a set of actions performed by 
a person under specified circumstances that reveal some skill, knowledge or 
attitude. 

In order to describe the driving behaviour emphasis is given to the word “custom” 
which is from the same category tree {act → activity → practice → custom, …}. 
It is defined as accepted or habitual practice. In many situations the customs have 
a special nature as the automatism standing for any reaction that occurs 
automatically without conscious thought or reflection. 
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Making use of the previous comments our understanding of “driving behaviour” is 
of an action or a set of actions performed by a person under driving circumstances, 
which tend / tends to be transformed into customs and even in automatisms. In 
fact the “driving behaviour” consists of a collection of behaviours including the 
driver’s behaviour when he / she activates the ignition, the driver’s behaviour 
when he / she stops the car, etc. Therefore the following fundamental truth of 
“driving behaviour” is defined: 

- The driver establishes a priori the current driving goal. 

- A behaviour is a set of actions. 

- The behaviours are linked together creating a system which allows the solving 
and gives solutions considering the driving circumstances. 

- The translation from any behaviour to another one is triggered by an event. 

- The system is developed by learning and experience. 

- The behaviours presume decisions with incomplete information or even in 
fuzzy environments. 

- The set of actions is transformed in time into customs and automatisms. 

Using the above proposition we can focus on the tactical level and model 
(approximate) the “driving behaviour” by a collection of highly linked programs 
(behaviours) which are stored in a memory. The decision to run a certain program 
is made by a Tactical Solution program. That decision is based on the goal of 
driving and acknowledging about the environment (the driving circumstances). 
Each program (behaviour) is a succession of instructions (actions) which impose 
the parameters and trigger the actuators. The software architecture is presented in 
Fig. 2. Some comments concerning the software architecture are presented as 
follows. 

The strategic level, where the robot must transform his goal into a hypothesis, is 
replaced with an interface where the human operator imposes the hypothesis. 

The Tactical Solution analyzes the hypothesis in the driving circumstances which 
are obtained from the sensors. The results of that process are the state vector of the 
robot (the desired position, velocity, etc.), and the decision to run certain program 
from the Behaviors subsystem. 

The Output Interface supports the human operator in reading the state vector and 
the errors of the robot. It enables also the memorization of the past robot state 
trajectories. 

The Actuators Communications outputs the data to the microcontrollers attached 
to all actuators. The Sensors inputs the data from the sensors. 
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Figure 2 

Software architecture 

The programs (bricks) are developed making use of three different structures 
named basic behaviour, error behaviour and simple behaviour. The structures of 
the Behaviors subsystem are defined in Fig. 3. The main differences between the 
bricks are the connection type (P – previous, N – next, E – error, QI – quick in, 
QO – quick out) and the direction of information flow. 

The decisions on which brick to be connected are made by the Tactical Solution. 
That program compares the goal of the robot with the driving circumstance, 
establishes the status vector, and enables the brick which must run. After these 
decisions the program continues to compare the robot goal with driving 
circumstance. If the result is acceptable, nothing is changed (the same brick is 
run), in contrary, a “Crisis” or a “Failure” event is brow caste. “Crisis” means that 
a new behaviour is needed, so the status vector as well as the brick is changed. 
“Failure” means that we do not have solutions (behaviours) to solve the problem 
and we must stop safely the robot. All those processes are presented 
systematically in Fig. 4. 
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Figure 3 

Structures of programs in Behaviors subsystem 

Concluding, the software has a three level structure. The goal of the robot is 
imposed by the human operator via the Input interface. 

The tactical level (Fig. 4) finds the solution linking several programs (bricks). A 
brick is a succession of actions. An action sets the parameters and triggers the 
actuators. 

 
Figure 4 

Architecture of Tactical Solution program 

Two control loops are implemented at the higher and lower hierarchical level. The 
higher level control loop is implemented by the Tactical Solution aiming the 
fulfilment of the robot goal by means of appropriately defined performance 
specifications. The operational level control loop is placed at the lower 
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hierarchical level. Its tasks are solved by each microcontroller connected to the 
afferent actuator and sensor. 

The control program is implemented in Matlab. It uses the xPC toolbox. The 
communications tools between the actuators, sensors and the control program 
tools are built via the CANopen network. Some details on the experimental setup 
are presented in Figs. 5-7. 

 
Figure 5 

General structure of experimental setup 

The following state-space model of the car [12] is used to design the lower level 
control loop: 
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V is the car velocity that is considered to be constant, β is the angle between the 
direction of the velocity V and the car direction, δ is the steering angle accepted as 
control signal, ψ is the car direction angle, m and Jz are the mass and the 
momentum of the car, respectively, c is the rotational stiffness of the wheels, lf and 
ls are the lengths from the mass centre to the front and back wheels, respectively. 
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Figure 6 

Gearbox stick mechanism 

The trajectory model is obtained on the basis of the hypotheses [13] 
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where y is the controlled output standing for the distance between the desired 
trajectory and the car mass centre, Pθ  is the angle of the trajectory tangent, ψ  is 
the angle of the car referential frame, β  is the car speed angle (in the car 
referential frame), and 

pκ  is the desired trajectory curvature. 

The combination of the models (1) and (3) leads to the complete mathematical 
model of the car. Its input-output representation assuming zero initial conditions is 
[9] 

)()()()()( ,, ssGssGsY Pyy P
Κ+Δ= κδ
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where )(, sGy δ
 and )(, sG

Py κ
 are transfer functions with respect to the control 

signal and disturbance input, respectively: 
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Y(s) is the Laplace transform of y(t), )(sΔ  is the Laplace transform of δ(t), and 
)(sPΚ  is the Laplace transform of the disturbance input κP(t). 

 
Figure 7 

Steering wheel mechanism 

The frequency domain design can be applied for the unstable plant (5). It leads to 
the PID controller with the transfer function 

skskksG idCC ++= /)( , (6) 

where idC kkk ,,  are the proportional, derivative and integral gains, respectively. 

Next the transfer function in (6) in can be decomposed as the parallel connection 
of a PI controller with the transfer function )(sGPI  and a PD controller with the 
transfer function )(sGPD : 
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and (7) allows the design of low-cost Mamdani or Takagi-Sugeno PID-fuzzy 
controllers in terms of the modal equivalence principle [14-16]. The controller 



C. Pozna et al. 
Structure for Behaviourist Representation of Knowledge 

 66 

structures and designs can compensate for the additional modelled or un-modelled 
dynamics and nonlinearities associated to the controlled plant. 

Conclusions 

This paper proposes a three level KR structure based in the idea that the 
intelligence is supported by appropriate designed systems and interactions with the 
environment. The new structure operates at strategic, tactical and operational 
levels. The functions of the three levels are given in relation with the human 
mental process thus the modelling of the abduction, deduction, and induction is 
achieved by the KR structure. 

The control system of the ACC autonomous car is considered as the application of 
the new structure. It should be underlined that only a part of the KR structure was 
designed. Therefore the first direction research direction aims the design of the 
overall KR structure for the ACC autonomous car. 

The paper gives also directions for design of one of the control loops of the 
autonomous car. The future research will be dedicated to the design and 
implementation of the procedures that allow the design of new behaviours and 
hypotheses. 

Another future research direction concerns the design of control structures for the 
autonomous car and similar autonomous robots. Use will be made of low-cost 
models and controllers that should ensure very good control system performance 
indices [17-27]. 
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