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Social networks 
The ability to collect and analyze such social network data provides unique opportunities to 
understand the underlying principles of social networks, their formation, evolution and 
characteristics. 
- Algorithms: Design of novel algorithms, algorithms for analyzing social networks, as well to 
improve the performance of information sharing in social networks. 
- Systems: Development of new systems to harvest, collect and analyze data from online social 
networks, as well building novel social networking applications. 
- User Behavior: Understanding the user behavior in social networks, in particular understanding 
incentives for users to form and participate in social networks, as well as understand the 
importance of communities, influence and reputation in social networks. 
 

http://web.cs.toronto.edu/research/areas/sn.htm 



Opinion dynamics in social networks 
Knowing more people gives one greater access, enhances the sharing of 
information, and makes it easier to influence others for the simple reason that 
influencing people you know is easier than influencing strangers. 

https://www.livetradingnews.com/share-network-powerful-becomes-7578.html#.WwumA0iFO70 
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Physical Meaning of P.D and P.S.D 
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Property: Null space of Laplacian  

A sole null space of 
scalar consensus 

Additional null space ! 
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Def.: Clusters & cluster consensus (clustered opinions) 

Property: Null space of Laplacian  

Thm.: Exact condition for a consensus  

Clusters! 
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Strong opinion!! 

Stubborn 

Model 2 - Opinion Dynamics with Stubborn Agents 
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Cont. time Matrix weighted 
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Assumption: 

Agreement: Stubbornness  

Friedkin-Johnsen algorithm 

 Overall influence of stubborn 
agents 
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+ - - +  -  +  +  -  
What happens? 

Non-cooperative 
opinion dynamics 
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“With slight change of 
formulation…… “ 

C. Altafini, “Consensus problem of networks with antagonistic 
interactions,” IEEE Trans. on Automatic Control, vol. 58. no. 4, pp. 935-
946, 2013 
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All positive couplings (cooperative dynamics) 
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