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Abstract: We have developed a two-camera system that is capable to detect a moving object 
in the workspace. After noise removal and preprocessing the disparity map and the 3D 
model is produced. This detected moving object and its most important features are 
forwarded to a content based retrieval system that finds the most similar stored objects in 
the database. 
The found object is surrounded by the smallest rectangle or the convex hull. To do this the 
feature points had to be found by the Susan and Harris type corner detection algorithms. 
As we have used two cameras, the 3D description of the objects are also given by the 
disparity map. Considering the literature various CBIR systems have been developed, ours 
is a special one that can fruitfully cooperate with the stereo system. 
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1 Introduction 

Our project involves the camera interception of the movement of simple objects, 
and their retrieval from the object image database. 

The subgoals of the project are the development of reliable working algorithms for 
motion detection, space modeling and object recognition. Motion detection 
involves the localization of the moving object in the image so that only this image 
segment would have to be processed. In the space modeling phase we wish to 
produce the 3D-description of the objects using the images produced by the two 
cameras. The Content-Based Image Retrieval System (CBIRS) is planned in such 
a way that it should be able to learn from user-generated feedback. 



The individual modules have separate applications. The modeling system, for 
example, can be applied for 3D-scanning; the motion detection system can be 
applied in security systems; the CBIRS also has several applications in its own 
right. Therefore, we have planned these systems so that they could be used 
separately as well. The idea of combining these programs in one system may have 
the advantage of enhancing each other’s performance, e.g. the retrieval of the 
selected objects by motion detection in the image database. 

2 Project Description 

From a functional point of view the system has three parts. The first module 
handles the cameras, image extraction, noise filtering, preprocessing, motion 
detection and object segmentation. In short, this is the preprocessing module. The 
output of this module is forwarded to the second module – 3D stereo modeling 
and visualization – and to the third module, the CBIRS. 

In the first module, after noise filtering, the motion detection algorithm determines 
the difference image, more precisely the smallest rectangle or convex polygon 
spanned by the difference points. The feature points in the image part are also 
extracted. The algorithms of this module are described in [3] and [4]. The 
coordinates of detected corners and other feature points and the corresponding 
image parts are forwarded to the 3D modeling module that finds the corresponding 
points in the left and right image, respectively, determines depth and builds the 
model. The disparity map is also produced for the CBIRS. The user may decide 
what information should be passed from the preprocessor to the CBIRS. The 
actual camera image, as well as the image part determined by the smallest 
rectangle or the convex hull can also be passed to the CBIRS apart from the 
feature points. 

The system has been designed in such a way that the preprocessing module – 
containing the camera module and segmentation – can be considered as an 
independent stereo system as well; and the CBIRS can also take input from other 
environments, too. However; the coordination of these two systems enhances the 
effectivity of the CBIRS. 

3 Experiments 

The algorithms have been tested in Windows XP, on an AMD Athlon XP-M 2400 
processor with 512 MB DDR RAM. 



3.1 Motion Detection and Segmentation 

Figure 1(a) shows the background we used for testing, in Figure 1(b) tan object is 
placed in the scene. Both have resolution 320×240 with 24-bit color. The 
implemented algorithms have been tested with several parameterization settings. 

  
Figure 1 

(a) Background without (b) with object 

The tests showed that too much noise reduction prevents the system running in 
real time, and it may happen that some parts of the object are considered to be 
noise. Too little noise reduction, however, may result in bad performance.  

3.2 Extraction of Feature Points 

To extract feature points we have implemented the SUSAN [3] and Harris [4] 
corner detection algorithms. To compare the algorithms we use the image from 
[1], with resolution 240×200 with 8-bit color. 

 

 

 

 

 

 

 

 

Figure 2 
The test image from [1] 

 



Method threshold Running time Found corners 
SUSAN - 59 ms 6949 
Harris 1000 214 ms 428 
Harris 3000 229 ms 387 
Harris 5000 205 ms 350 

SUSAN finds too many corner points. The Harris-detector yields better results 
with good parameters. 

3.3 Matching Feature Points 

To match the feature points they first have to be found on the left and right camera 
images, then their neighborhoods are pair wise compared (see Figure 3). 

  
Figure 3 

Found feature points 

Figure 4 shows the success of of matching described by arrows. Matching is based 
on the corresponding data described in Table 2. 

   
Figure 4 

Corresponding points 



 
Table 2 

Correlation values of matching 

3.4 Correlation Based Modeling 

In this subsection we present the results of correlation based stereo modeling. The 
test images can be seen at Figure 5. Darker points are closer, lighter points are 
further. 

  
 

Test image Disparity 
values 

Running 
time 

Result image 

Pentagon 
(240x240) -5..5 3,2 sec 

 



Pentagon 
(240x240) -10..10 5,7 sec 

 

Pentagon 
(240x240) -15..15 7,3 sec 

 
Figure 5 

Pentagon stereo images [2] 

With stereo images it is important to know how far the cameras are from each 
other and what angle their axes make. This information is necessary to find the 
correct disparity interval. The -5..5 interval is too small, therefore the matching of 
points is erroneous. 

3.5 Content Based Image Extraction 

While setting up the database we have tried to keep in mind that it should contain 
various types of images but very similar ones as well. The objects have black 
background and constant illumination. Some of the objects are partially occluded 
or are taken from different viewpoints. 

In Table 5 we give a selection of algorithms with various parameters. The last two 
columns show the results, namely the percentage of cases when there was a 
similar image in the same category, or there was a similar image or in the first 
three places there was an image of the same category. 



object 1 object 2 object 3 object 4 object 5 

 

object 6 

 

object 7 object 8 

 

object 9 

 

object 10 

Table 4 
Image objects 

algorithm 

Number of 
histogram 
cells 

Color space and 
normalization First First three 

DCT   41,57 54,12 
Corner_HWC5*   42,16 61,76 
Corner_HWC10*   33,33 53,92 
     

4x4x4 HSV 83,33 94,12 
8x8x8 HSV 81,37 93,14 
4x4x4 LAB 82,35 92,16 
8x8x8 LAB 87,25 91,18 
4x4x4 LUV 51,96 76,47 
8x8x8 LUV 73,53 88,24 
4x4x4 RGB-not normalized 72,54 80,39 
4x4x4 RGB normalized 52,94 71,57 
8x8x8 RGB-not normalized 78,43 94,12 
8x8x8 RGB normalized 52,94 75,49 
4x4x4 XYZ 68,62 81,37 
8x8x8 XYZ 67,65 88,24 
4x4x4 YIQ 77,45 92,16 

Minkowski distance 

8x8x8 YIQ 76,47 89,22 



     
4x2x4 HSV 95,1 98,04 
4x4x4 HSV 91,18 98,04 
8x8x8 HSV 92,16 98,04 
4x4x4 LAB 83,33 96,08 
8x8x8 LAB 91,18 97,06 
4x4x4 LUV 57,84 81,37 
8x8x8 LUV 80,39 91,18 
4x4x4 RGB 78,43 84,31 
8x8x8 RGB 85,29 93,14 
4x4x4 XYZ 75,49 83,33 
8x8x8 XYZ 77,45 91,18 
4x4x4 YIQ 79,41 95,1 
8x8x8 YIQ 85,29 94,12 

Histogram Intersection 
(HI) 

16x16x4 YIQ 45,1 73,52 
 16x16x2 YIQ 89,22 96,08 

Table 5 
Test results with identical background and illumination 

The best results were achieved by the Histogram Intersection 4x2x4 HSV. It is, of 
course, possible that with other images other parameters should be selected. 

Table 6 shows the results of the depth test. 

First First three 

71,21 86,36 

Table 6 
Depth test 

The above results are not really dependent on illumination changes, but they rare 
sensible to scaling or change of background. 

We have also found some typical errors. It cannot be avoided that the object and 
the background share some colors. This discrepancy causes 54,2% of the errors. 
The other errors are due to the fact there is no one-to-one map between the objects 
and their color histograms. 



4 Results and Conclusions 

We have developed a two-camera system that is capable to detect a moving object 
in the workspace. After noise removal and preprocessing the disparity map and the 
3D model is produced. This detected moving object and its most important 
features are forwarded to a content based retrieval system that finds the most 
similar stored objects in the database. 

The found object is surrounded by the smallest rectangle or the convex hull. To do 
this the feature points had to be found by the Susan and Harris type corner 
detection algorithms. 

As we have used two cameras, the 3D description of the objects are also given by 
the disparity map. Considering the literature various CBIR systems have been 
developed, ours is a special one that can fruitfully cooperate with the stereo 
system. 

We have developed a CBIRS which can automatically produce content-based 
indices. Using these indices, search in the hierarchically built image database is 
possible. Textual descriptions can also be attached to the elements of the database, 
and the images are categorized in a hierarchical structure; these can also be used in 
a search. 

We have developed four color-based, two texture-based and one depth-based 
feature extraction techniques. Each of these can be parameterized in several ways, 
for example we can select the color space or the scaling of color histograms. 

Semantic interpretations may be attached to the images. The position of the image 
in the image hierarchy also has some semantic content. This may help in 
narrowing down the search in some cases. 

We can find nearest neighbors, or images that are more similar than a given 
threshold. 

We have developed a weighting algorithm based on user feedback to earlier search 
results, which helps future search. 

Each feature detection technique has been thoroughly tested with each possible 
parameterization. 

We think that our system can be used for the tasks determined in the introduction 
and we hope that previous experiments have made it more stable and reliable. 
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