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Abstract—A major problem with information extraction systems is that it is difficult to handle a large amount of domains, i.e. to design general solutions. Compared to information retrieval system such as Google that cover most of the Web, an information extraction system can only cover a very small domain. One possible way to handle this problem is to use a user-driven approach when working with information extraction systems.

The difference between a user-driven approach and a knowledge engineering approach is that a user without expert skills shall be able to design or train a system to handle a new domain. With the knowledge engineering approach, an expert is needed to develop the system or design an ontology for the knowledge domain.

The agent-oriented system described in this paper allows a user without expert skills to train an information extraction system to handle a new domain. The basic approach of this system is to take advantage of the semi-structured information that is available in most documents on the Web, and to learn by example from the user how to extract the information.

The experiments conducted show that a user can train the system to extract information pieces from different sites with very little knowledge and small amount of work. However, there are still additional work needed to be able to handle more advanced extraction tasks.

I. INTRODUCTION

The information extraction (IE) concept has been given a number of definitions such as the task of semantic matching between user-defined templates and documents written in natural language text, a process that takes unseen text as input and produces fixed-format, unambiguous data as output, and extract relevant text fragments and piece them together into a coherent framework [1], [2], [3]. The preferred definition for this paper is that information extraction is the process to find subsets of relevant textual information for a given task or question and organize them into a clearly defined data structure. It is different from the area of text understanding that attempts to capture the semantics of whole documents.

Examples of applications of IE are shopping agents that locate information about products or services at different retailers and compares them to find the best retailer, event agents that collect information about events that occurs at different locations and times, and news agents that collect news articles from different sources and presents articles relevant for a specific user. Information stored in free natural text or with semi-structured format would be too difficult to handle directly without IE for these applications.

The area of information retrieval (IR) has attracted a lot of attention due to the increased popularity of the World Wide Web. Services such as Google are known by most Internet users and are an essential part of the Web today. The main difference between IR and IE is that IR returns a set of documents rather than a set of answers or phrases related to the query. Thus, the information is not translated to a defined data structure in IR. The advantage of IR is that it is possible to cover a large number of domains, whereas IE typically requires domain-dependent knowledge and is therefore limited in the number of covered domains. These two areas can be combined and complement each other to provide useful services.

The concept structured text as used in this paper refers to textual information stored in a clearly defined data model, for example in a relational database. The advantage of clearly defined structured information is that the information can be automatically analyzed and processed more effectively. Semi-structured text may not have the clear data model representation as structured text, but have more structured information than natural language text, e.g. HTML documents with presentation information combined with the content. These semi-structured documents are often less grammatically correct than natural language texts with choppy sentence fragments [4]. The natural language processing (NLP) methods designed for free text does usually not work as well for semi-structured information. It has also been shown that the extraction task can be performed with very high accuracy using only the semi-structured information, without use of any NLP technique [4]. The term wrapper has been given different definitions depending on the context. In the database community, it represents a software component that converts data from one data model to another. In the Web context, it represents a software component that convert information in a Web page to a structured format, e.g. into a database. The latter corresponds to the preferred definition in this paper. The term wrapper represents an IE software component that takes semi-structured textual input and generates structured text as output. Automatic wrapper generation and wrapper induction are terms that refer to the automatic construction of wrapper, for example using machine-learning techniques.

The performance of semi-structured IE system (wrappers) is often measured differently than with information retrieval systems. The precision and recall measure is typically very high and therefore not a useful measure of the system. Only systems with 100% precision and recall are of interest for sources with significant amount of semi-structured information [5]. These systems are evaluated by their expressiveness and
efficiency that measures the coverage of the wrapper (percentage of sources that have 100% precision and recall) and how easily the wrapper can be adapted to new domains.

The type of information extraction system that is described in this paper works in a different way and has different types of applications. Instead of trying to identify pieces in the natural language text, the focus is to keep track of pieces in the semi-structured information. A typical application is to keep track of items in some kind of list in documents. For example, a shopping agent needs to keep track of products available from different retailers. Information about these products can be available in some kind of list on the retailer’s homepage, e.g., a table with a row for each product. It can also be other types of information such as calendar of events, and ads in action sites. It is this type of semi-structured extraction tasks that is in focus for this paper.

The development and adaptability of IE systems can be categorized in the three different approaches knowledge engineering, automatic training, and user-driven. The knowledge engineering approach is the traditional way to construct IE with both domain expertise requirements and programming skills requirements. Automatic training relaxes the requirement of computer knowledge, but still requires domain expertise. The user-driven approach is novel and still mostly a concept [6]. A truly user-driven IE system has the advantage of not require a domain or computer expert to adapt to new domains and tasks. This provides the prerequisites for a significant increase in availability and use of IE systems similar to the current situation in IR.

II. THE ISSIE SYSTEM

The hypothesis in the paper is that a user-driven approach to semi-structured extraction tasks will make it possible to design systems for a large amount of domains. A system called ISSIE (Intelligent Semi-Structured Information Extraction) was developed to evaluate this hypothesis.

There are several possible ways to design a system for the semi-structured information extraction task described above. Since it should be user-driven, it should not require the user to have expert skills in either the knowledge domain or to have expert programming skills. It is therefore not appropriate to require the user to design an ontology for the domain or to ask for complicated regular expression rules. The basic approach taken by the ISSIE system is to monitor details of the surfing behavior of the user and try to repeat the extraction process. The user is therefore asked to start from a given page and then to navigate to the pages that contains the extraction pieces of interest. The user shall also give a few examples of which pieces that he/she is interested in. When this “training phase” is complete, the system shall go into the “test phase” and try to repeat the navigation and locate the given pieces by itself.

The navigation performed by the user is monitored by the system using a proxy server. All requests and responses sent between the web client and web server are seen by the proxy and information about them is stored in a database. If the system is able to repeat the extraction process and identify the wanted extraction pieces, then the training is complete and the system is ready to extract the pieces by itself. Remember that the type of extraction tasks that is in focus here is that pieces, e.g., information about products in a retailer’s homepage, shall be identified and extracted. As that information changes over time, the extraction system shall be able to extract the new or changed pieces.

The advantage of using a proxy server is that technical details of the retrieval of web pages are captured by the system. The user can use web clients as normal and the system can still retrieve important technical information. In this way, it is possible for the system to handle web sites that depend on features such as cookies, form posts, and browser dependencies. The goal is to add as much intelligence as possible to the system, to handle technical details automatically, and require as little work and expertise as possible from the user. An alternative approach is to let the system try to navigate by itself without the information received from the proxy server. This has been attempted using reinforcement learning techniques, but it is difficult to be able to extract from advanced sites using this technique [7].

The architecture of the system is shown in figure 1. The two main parts of the system are the agent-system that handles the analysis and automated extraction tasks, and the user interface that allows the user to manage and train the system to extract information. The rest of this section will give a brief overview of how these parts work and how the extraction process works.

A. The Agent Sub-System

The part of the system that is responsible for handling the automated extraction process is developed using the JADE platform [8]. The motivation for using an agent-oriented approach for the design and execution of the system, is mainly for software engineering reasons. The agent-oriented way to decompose, abstract, and organize relationships can be more intuitive and efficient [9]. The system consists of Surfer agents that are able to download and handle web pages on the Internet, Analyzer agents that take requests and analyze
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documents to find the relevant pieces of information, and a Butler agent that communicates with the user.

The communication between the agents is made using an ontology developed with Protégé-2000 [10]. The ontology designed with Protégé can be automatically used in JADE agent communication by using the Bean-generator plug-in for Protégé [11]. Also, the same ontology can be used for reasoning with the Jess logical engine in the agents. The ontology can be imported into Jess using the JessTab plug-in [12]. The integration of Protégé, JADE, and Jess provides an efficient way to communicate and reason with a high level of abstraction.

When a user wants to train the system to handle a new domain, it starts by adding a new task to the system using the user interface described below. When the training phase is complete and information about the navigation performed by the user and about the wanted extraction pieces is stored in the database, the agent system starts to work. The Butler agent is informed that the training phase is complete and it will send an examination request to an Analyzer agent for that training session.

The Analyzer will then start to examine the requests and responses sent during the training phase. This is a rather complicated process that would require a large amount of space to explain in detail. The basic approach is to firstly parse the documents and build parse tree representations of each document, and then to find the minimal extraction process that is able to locate the given examples of wanted extraction pieces. If a successful extraction process is found during this test phase, the system is ready to automatically extract the wanted pieces of information. If the system is unable to successfully repeat the extraction process, the user may need to add further information to the system.

The Analyzer agent uses the Jess logical engine and a knowledge base to handle the examination of the extraction process. The knowledge base consists of a set of rules and facts, which is used to decide which actions that the Analyzer shall take. See section II-A.2 for more information about how this process works.

During the testing phase, when the agents shall repeat the extraction process, a set of web pages will need to be downloaded. When the Analyzer decides that a web page needs to be downloaded, it sends a download request to a Surfer agent. The Surfer agents have the abilities to communicate with web servers on the Internet and the necessary technical knowledge to create HTTP request and parse HTTP responses. It can also transform the HTML documents into a parse tree representation. This parse tree model of the semi-structured documents is later used by the Analyzer to examine the documents.

1) The Semi-Structured Document Model: The main type of information that is used by the ISSIE system in the extraction process is the semi-structured information. This is different from other types of information such as linguistic information, semantic information, and basic pattern matching. These other types of information are commonly used in other information extraction systems, e.g., named entity recognition, part of speech tagging, co-reference resolution, and use of semantical resources such as WordNet [13]. Linguistic and semantic information are currently not used by the system, but the addition of those types of techniques would improve the capabilities of the system. However, the use of linguistic information is not as appropriate for semi-structured text as for unstructured text. The text is often less grammatically correct and contains mostly choppy sentence fragments [4]. If semi-structured information exists in a document, that information can sometimes be sufficient by itself to complete an extraction task [4].

To be able to take advantage of the semi-structured information, the documents need to be transformed from the string representation to a tree representation. The system constructs a parse tree for each document where each node in the tree represents a block element1 in the document. Also, links from one page to another page are considered to be nodes in this model. The edges between the nodes in the tree represent the parent-child relationships between the elements in the document.

The motivation for using block-level elements is that the may represent an actual separation of text pieces, whereas in-line elements typically only represent changes in presentation. Of course, this may not always be the case and it may sometimes be preferable to also use in-line element to separated text pieces. Information about in-line element and linguistic information could be useful, but are currently not used by the system.

2) The Extraction Process Examination: When the user has completed the training phase and thereby demonstrated to the system how to navigate and what to extract, the system shall examine the training data and try to repeat the extraction. The examination starts when the Butler agent sends an examination request to the Analyzer agent for the training session that was just completed by the user. The Analyzer now starts the examination. Here are the basic steps of the examination process:

1) Make sure the requests and responses have been parsed and that a parse tree has been built for each document. This is performed by the Surfer agent.

2) The Surfer agent also tries to locate the siblings for all lists that were given by the user. Each node that contains a wanted extraction piece is marked as an extraction node, including all items in a list. To find a sibling, the Surfer checks the parent's children for the two examples that were provided for a list. If the examples are not found, it continues recursively to the parent's parent and record the path where the first example is. Due to space limitations for the paper, it is not possible to include a more detailed explanation.

3) The Analyzer tries to repeat the extraction process by itself, using heuristic rules. It has three different plans

1A block element is different from an in-line element in that that typically begin on a new line and represent some block of text, e.g., DIV and P elements.
to succeed with the extraction, and it starts with the simplest plan.

4) The first plan consists simply of requesting only the pages containing the extraction points. In some cases, this will work and it is therefore not necessary to request any other pages that exist in the training session. The Analyzer agent sends download requests to the Surfer agent.

5) If the first plan fails, it continues with the second plan that consists of requesting all pages containing form submittals. The motivation for such a plan is that it is common to need to authenticate in a web site before being able to obtain the wanted pieces. Also, if a search or similar type of filtering has been performed, it usually involves a form submittal.

6) If the second plan fails too, the Analyzer continues with the third plan. The third plan involves requesting all pages in chronological order from the training session.

7) If a plan succeeds and the wanted pieces are located, the Analyzer stores that plan in the database and the examination is completed. If no plan succeeds, the system responds to the user that it was unable to repeat the extraction.

B. The User Interface

The user interface to the ISSIE system allows the user to manage the extraction tasks. The user can train the system to handle new tasks and modify existing tasks. The interface is a traditional web interface built using .Net. It is necessary for the interface to be simple enough so that users are not required to be computer experts.

Due to the space limitations of the paper, it is not possible to include any detailed information about the interface. However, since it is a traditional web interface, there is not much relevance to give any detailed information. A small screen shot is given for the page that manages a specific task in figure 2. From that page, it is possible for the user to give basic information about the task, to train the system, and modify other information for the task.

III. Experiments

As previously stated, the hypothesis in the paper is that a user-driven approach to semi-structured information extraction is possible and that it can in the long run lead to a large amount of extractable domains. There are several possible applications for this type of information extraction. For example, the user may simply want to receive notifications when some information pieces are changed, added, or removed from a site. A more advanced long term application would be to facilitate the goal of the Semantic Web. If the information on the Web should be machine understandable and not only machine readable, then the documents need to be transformed from the presentation format of HTML to more semantically encoded formats such as RDF and OWL [14], [15]. This type of information extraction services could assist in this transfor-
information pieces, the user shall copy text from those pieces and paste them into the “training” page in the ISSIE user interface. If a list of pieces shall be extracted, only two random items in the list needs to be copied. It is possible to specify if the pieces is part of a list or if it is a singleton in the ISSIE user interface.

6) When all information pieces have been found and examples copied to the user interface, the user stops the training by clicking a “training complete” button in the ISSIE interface.

7) The agents in the ISSIE system will now analyze the training session provided by the user and try to repeat the process. Information about the status is shown to the user.

8) If the agents were able to repeat the process and find the pieces provided by the user by themselves, the training is successful and the automated extraction can start. Otherwise, the user may need to provide additional information and re-train the system.

IV. Results

The system was able to find the given extraction pieces and most of the times find the additional items in lists. There were some problems to correctly find all items in a list for some tasks, since the structure for list item was not always identical.

Here is some more detailed information about each experiment:

A. Used Cars for Sale

The goal of the extraction task is to obtain a list of used cars for sale from a web site that allows users to buy and sell used items. This is an interesting application since the user may want to be able to receive notifications when the list changes and/or perform additional analysis and comparison of the available items.

To obtain the list of used cars in the region of Kalmar in http://www.blocket.se/, the user will have to click on a region link in the start page and choose the type cars in a form.

In the experiment, the two text pieces “BMW 328 i -98” and “Audi 100 Avant 2,3 -92” was given to the system, and also the pieces “2004/04/05” and “2004/04/06”. Both of these pieces are entered as lists in the ISSIE user interface. By extracting these two lists, the user can see a short description of the ad and the date when it was added.

The system was able to successfully repeat the extraction process and find additional items in the list. However, the site only shows the latest 100 matching items and the user have to click on a “next page” link to see the other items.

B. Top News Stories

The task to extract news stories from the CNN site is a common test for information extract systems. The task was very simple, take the top stories directly from the start page, which are located in a small box in the top right part of the start page. The system should not only extract the top stories headline, but also extract the current main top story that is located in a different place in the start page.

The two pieces “CIA: Tape likely is bin Laden” and “Blair sees wider role for U.N. in Iraq” where given for the top stories list and the piece “U.S. delays troop return from Iraq” was given for the main top story singleton.

There was no problem for the system to repeat the extraction and locate the additional items in the top stories list.

C. Video Drivers

The purpose for this task is to be able to extract the list of video driver updates for a specific computer model from http://www.dell.com/. This is a rather advanced task since it involves a large amount of pages to navigate through, and it also requires form posts and cookie management to work properly. It is also spread across several web servers.

The task consist of starting at the start page, navigating to the support pages, submitting the service tag number in a form to retrieve updates relevant for a specific computer, and navigating to the video drivers page. There are in total nine clicks, 34 pages\(^2\), and one form post to reach the video drivers page.

The two pieces “Video: ATI Mobility Radeon 9000, Driver, Windows XP, Multi Language, Inspiron 8500, v.7.80.4-021206a-6945c, A00” and “Video: nVidia GeForce4 4200 Go, Driver, Windows 2000, Windows XP, Multi Language, Inspiron 8500, Latitude D800, v.6.13.10.4258, A03” were given as examples of the video drivers list. The system was able to navigate and locate the given pieces and locate the additional 11 drivers in the list.

D. Current Scientific News Stories

The task consists of finding and locating the current scientific news from the Google news site. The start page was http://news.google.com/ and the scientific news can be reached with one click from the start page.

The two pieces “Magnetic attraction sets migrating birds on (and off) course” and “Analysis: Mars water past still mysterious” were given as examples of headlines.

The system did not correctly locate all stories in the list. It located the given example items, but some of the items had a picture to the left of the headline. Therefore, some items had a different structure, and the system was unable to find those items with a structure different from the given examples.

V. Related Work

There exist other systems where the semi-structured information is used, for example [16], [17], [4], [18], [5]. The main idea in the wrapper toolkit by Ashish and Knoblock is to exploit the semi-structured information to facilitate the extraction task. The construction of a wrapper starts with identifying the relevant structure of a page, building a parser based on given structure, and finally adding communication capabilities to the wrapper to be able to find different sources.

\(^2\)The number of pages are larger than the number of clicks since there are frames, redirects, and similar requests
of information and give the result to a mediator. A set of heuristic rules are used to identify sections and subsections in the web pages. These rules are basically regular expressions that exploit HTML knowledge to find the structure. In addition, heuristics such as font size are used to determine the hierarchical level of the structure. There is no training in the system, although the user is able to correct erroneous guesses through a graphical user interface. The heuristics basically employ pattern matching rules to identify sections and subsections, with assistance of HTML knowledge. The actual structural relationships present in the source pages are not used for the identified output structure.

The Rapper system uses the same techniques as in the Ashish system [16] and adds algorithms that employ linguistic knowledge. These extensions increase the cost of adapting the system to new domains, although they increase the accuracy for implemented domains. As stated in the paper, the construction of wrappers is a non-trivial task even with these tools. A significant amount of knowledge is still required to construct a wrapper.

The WYSIWYG Wrapper Factory [17] provides a very nice graphical user interface that allows the user to add extraction rules that takes advantage of the semi-structured information. However, there is no training in the system and the user still needs to be familiar to the advanced rule language used in the system.

VI. CONCLUSION

The experiments show that the system can be trained to automatically extract wanted information pieces without requiring expertise knowledge from the user about the domain and without advanced programming knowledge.

There were some problems in the experiments. For example, the task to extract scientific news stories had a problem with structural differences between items in a list. In the current implementation of the system, it is only possible to give two examples to extract a list of items. If the system could take more than two examples, so that the user could provide examples with different structures, the system could use multiple paths in the parse tree to locate items in the list. The algorithms in the system would also need to be improved to handle multiple paths.

Another problem that is more difficult to solve is how to manage multi-page tables. In for example the used cars for sale task, the list was divided into multiple pages. The user expects to extract all items in the list, not only the items in the first page. A future implementation of the system could possibly be improved to have multi-page lists, in addition to normal lists and singletons. The user would then need to give information by example of how to navigate to other pages in the list, in addition to how to extract the items in the list.

In general, the experiments were promising and the approach of using a proxy to monitor technical details that the user is unaware of is of great help. If compared to the reinforcement learning approach that should automatically navigate given some wanted text pieces, this approach is able to handle very advanced sites easily.

The current system allows users without domain expertise knowledge and without programming knowledge to quickly create an extraction task. The output from the system provides an XML document that can be managed by other computer systems. A possible application can be to encode additional semantic knowledge into the XML document and make it public. In that way, a large amount of domain can be made machine understandable and make the information available on the Internet more valuable.
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