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Abstract: The neural networks have some solutions of simulator (on PC), analog and 
emulated digital [1],[2],[3],[4],[5],[6]. In this paper we deal with design of the emulated 
digital neural networks. The paper shows a universal emulated digital architecture. In the 
paper the compiled solution will be presented which is testing and simulating using a 
VIRTEX FPGA development system [15]. 
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1 Introduction 

The implementation of a neural network model can be a software module, an 
emulated digital (on silicon or FPGA) or an analog circuit. The analog neurons are 
very fast but, unfortunately, inaccurate. Therefore, the different emulated digital 
neurons (e.g. Hopfield, CNN, Perceptron) are preferred in several applications. 
The accuracy of an emulated digital neural network depends on the resolution of 
the numbers given in binary digits. For example the solution of a partial 
differential equation demands not higher resolution then six bits. The IREN’s 
accuracy is eight bits. 

In the second section of the paper we show the test environment. The 
programmable emulated digital (IREN) architecture is shown in section 3. The 
Chapter 4 shows an application in IREN architecture. The conclusions are given 
in section 5. 



2 The FPGA Environment 

We used a VIRTEX XCV300 FPGA from XILINX [13]. The XCV300 FPGA has 
322.970 system gates, (2)*32*48 CLBs (slices) and max. available I/O number is 
equal to 316 (Figure 1). This FPGA was fabricated by 0.22 μm 5-layer CMOS 
process. The VIRTEX family’s key feature is the flexible, regular architecture 
(dedicated carry logical for high-speed and density). 
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Figure 3 

The floorplan of the XCV300 FPGA 

The different arithmetic architectures were simulated and measured on the test-
panel from XESS [14]. The design specification was given in schematic input. 
This description is compiled to stream format that can be downloaded into 
VIRTEX FPGA. The FPGA is controlled by XC95108 CPLD, which can be 
programmed too. The basic architecture of a test environment is given on Figure 
2. 
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Figure 2 

Block diagram of the test-panel 

 

 

 



3 The IREN Architecture 

The IREN architecture contains a RAM, a Programmable Arithmetic Array [7], a 
Memory and a Control and Timing Unit (Figure 3) [9]. 
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Figure 3 

The structure of IREN architecture 

The Figure 4 shows the programmable arithmetic array. This array contains some 
multipliers, adders and registers. The modules are connected by the 
interconnections. The accuracy of the interconnections is 2x16 bits. 
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The structure of Programmable Arithmetic Array 

The adder with accuracy 8 bits can be seen in Figure 5. The adder builds up two 
Look Ahead Carry, therefore, the speed is maximal. 
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Figure 5 

The configurable adder 

The configurable adder can be installed into cascaded with the “Cin”, “Cout” and 
“Cout3” signals. Consequently, the accuracy of the adder can be changed it can be 
4, 8, 12, etc. bits (Figure 6). 
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The cascaded configurable adder 

The block of the control-unit can be seen in Figure 7. The main elements of 
control unit are some programmable OR arrays, Final State Machines (FSM) and 
a clock circuit. The number of states can be changed by the programmable OR 
arrays. 
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Figure 7 

The programmable control unit 

The following state graph can be designed with the three FSMs and the 
programmable OR arrays (Figure 8). 
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Figure 8 

An example of control state graph 

4 An Application 

The Figure 9 shows a Hopfield Neuron Network [10] with 4 neurons and a neuron 
cell. This neuron network is downloaded into the IREN architecture. 
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Figure 9 

The Hopfield Neuron Network and a neuron cell 

We can use 4x4 multipliers but it is not optimal solution. This architecture can be 
optimalized according to area and dissipation power. The Figure 10 shows the 
optimized neuron. 
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Figure 10 

The optimized neuron cell according to area 

The Figure 11 shows the used interconnections with “square dot” line. It can be 
seen that the multiplier 21 cannot be used because there are not interconnections. 
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Figure 11 

The compiled optimized neuron cell 

Conclusions 

In this paper a new programmable architecture was shown. This architecture was 
compiled into a VIRTEX FPGA and analyzed. The different data of the VIRTEX 
FPGA and the compiled part-variation can be seen in Table 1. 

 Number 
of CLBs 

Number of 4 
input LUTs 

Total equivalent 
gate 

XC300 3072 6144 - 
Compiled 
multiplier 

63 118 708 

Compiled adder 15 27 162 

Table 1 
The results of the compiler 
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