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Abstract: The paper describes possibilities of using clustering methods in information 
retrieval, particularly on text documents, which can be found on the Internet. The focus is 
on automatic extraction of information from texts including pre-processing of text 
documents. The paper presents also results of experiments, which were carried out using 
the 20NewsGroup collection of documents and Reuters- 21578 collection of documents. 
These experiments concern with k-means clustering and k-means clustering with controlled 
initialisation. 
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1 Introduction 

This paper presents some aspects of information retrieval [10] from web pages 
with the aid of machine learning. Web pages are considered the most common 
form of information representation. They can be found not only in worldwide 
Internet but are hidden in various (LAN, MAN, WAN) nets. Since information 
located on the web pages contains some level of noise, the application of pre-
processing methods and selecting suitable representation are necessary. As far as 
representation is concerned, a suitable weighting text documents is important. The 
weighted and pre-processed text documents form a suitable input for classification 
or clustering methods of machine learning. Please use font type Times Roman CE 
only. 

We used clustering machine learning methods. More information about machine 
learning can be found in [5], [6]. The quality of used clustering method can be 
measured with the aid of various coefficients calculated from the contingency 
table, e.g. precision coefficient. Precision πj can be defined in following way: 
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where TPj (FPj) is the number of correctly (incorrectly) predicted positive 
examples of the class cj. In the frame of this work, we focused on classification of 
text documents from web pages. The most used methods for document 
classification are Naïve Bayes classifier, NBCI method [3], and kNN classifier. 
We performed tests using the kNN classifier (k Nearest Neighbours) [6], which is 
based on examples. This classifier stores in its memory all training examples – 
documents. 

In our experiments, we focused on text document clustering [7]. We have used the 
k-means algorithm, which is defined in the following way. Let us assume n 
objects and k clusters. Each object represents a vector in d-dimensional space. 
Then each cluster can be represented as a centre of gravity of those objects, which 
belong to the cluster. One of disadvantages of this method is the risk of falling into 
a local minimum. This falling depends on the initial random selection of initial 
examples – documents. Two other disadvantages are the selection of the number 
of clusters and considering clusters as spheres in multidimensional feature space. 
The 1st mentioned disadvantage causes some sensitivity on changing coordinates, 
what is connected with used type of weighting. Better results can be achieved 
using a modification of the algorithm by employing the incremental actualisation 
of centres of clusters. There are some possibilities, how to cluster text documents 
with the aid of the Fuzzy k-means algorithm [9] or neural networks. [8] focuses on 
the optimisation of structures of neural nets. 

2 Text Document Processing 

This paper is mainly about information retrieval and information extraction from 
web pages. The purpose of this work is to transfer retrieved text information to the 
clusters, which represents domain of user interests. From the point of text 
document processing, we were interested in the selection suitable type of text 
documents. Before we discuss the used type of weighting of text documents, we 
want to mention, that we used the vector representation model. The words have 
various importance for document representation. That’s why some relative value 
must be defined. This value - weight will represent the sense of the word. 
Resulting list of indexing terms can be ordered according to their weights – the 
information can be used while reducing the number of used terms. In this way the 
weights represent a selective force of the terms. This selective force expresses the 
ability of a term to find a subset of documents from the whole document corpus. 
This subset will differ from the subsets found by other terms. The term, which 
finds all documents from the corpus, has the minimum selective force. The 



process of weight definition is called weighting. Various types of weighting have 
been tested in our work [4]. According this tests, we decided to used Sparck, Jones 
and Robertson weighting for following experiments with clustering method. 

The automatic extraction consists of several steps: lexical analysis – token 
formation, elimination of words without meaning, lemmatisation and weighting. 
According to [2], transformation of documents using some standard specification 
is possible. Lexical analysis was performed in our tests by “Lower case filter” 
from the library “jbowl2” [1]. The elimination of words without meaning was 
made with the aid of “Stop words filter“ from the library „jbowl2“. Lemmatisation 
(stemming) was carried out by “Stem filter” from the library “jbowl2”. Finally, 
weighting was accomplished by the “index filter” from the library “jbow2”. 

3 Experiments 

In our experiments, 20 News Groups data set was used. 20 News Groups is a 
simple data set, which is composed from Internet discussion documents. It 
contains 19953 documents assigned (classified) to only one from twenty 
categories. Dimension of the lexical profile is 111474. Its advantage is nearly 
uniform distribution of documents into the categories and implicit classification to 
only one category. Division of this data set on the training and testing sets was 
realized by random selection using the proportion 1:1. 

3.1 Clustering by K-Means on 20 News Group 

In the case of information retrieval from various web pages, no categories are 
specified to which retrieved documents belong. These categories can be defined 
with the aid of clustering – a kind of unsupervised learning. Consequently, given 
documents can be classified to the categories - clusters. We have realized a set of 
experiments with clustering method k-means using documents from 
20NewsGroups. Each of ten experiments started with a different initial number 
from the generator of random numbers (random seed). On the base of generated 
random numbers, some documents were chosen from the whole corpus. These 
documents become initial centres of clusters. The number of clusters to be formed 
was twenty (20 categories exist in the used corpus of documents). Stop-condition 
of the clustering algorithm was set to maximum number of iteration (50 iterations 
were used) and to epsilon (set to 0,1) expressing the difference between two 
subsequent values of error function. The stop-condition was a logical disjunction 
of both particular conditions. Documents from the corpus were weighted using the 
SJR weight function. 



Figure 1 presents the achieved values of average precision related to individual 
categories (represented by wider bars) and positive standard deviation of precision 
according to individual categories (illustrated as narrow bars). Since the random 
initialisation was made, each cluster was initialised by a randomly selected 
document from the set of twenty categories. The worst case would be the case 
when all clusters would be initialised by the same document. The used generator 
of random numbers has sufficiently big period, so initialisation of not all but only 
a few clusters by documents of the same category happened in the practice. In the 
ideal case, the documents of particular categories should separate into individual 
clusters. The figure illustrates achieved precision with great dispersion – standard 
deviation oscillates in the interval <10,20> %, therefore the hypothesis about 
strong dependence on initialisation seems to be strongly supported. The category 9 
has relatively high average precision but quite high standard deviation as well. On 
the other hand, categories 3 and 19 show lower precision and lower standard 
deviation as well. 

 
Figure 1 

Average precision and standard deviation of the clustering by k-means algorithm according to 
categories 

3.2 Clustering by K-Means with Controlled Initialisation on 20 
News Group 

This set of experiments is parametrically identical to the previous experiments. 
The only difference is that now the initialisation is not random but controlled. Our 
system initialises the i-th cluster by an example which represents an average of ten 
randomly selected examples belonging to the i-th category. 

Figure 2 presents the achieved values of average precision related to individual 
categories (represented by wider bars) and positive standard deviation of precision 
according to individual categories (illustrated as narrow bars). The results have 



proven the importance of controlled initialisation for decreasing standard 
deviation. 

 
Figure 2 

Average precision and standard deviation of the clustering by k-means algorithm with controlled 
initialisation according to categories 

The precise values of average precision and standard deviation of the clustering by 
k-means algorithm without and with controlled initialisation presented in Figure 1 
and Figure 2 can be found in Table 4. 

Table 4 
Average precision and standard deviation of the clustering by k-means algorithm without and with 

controlled initialisation 

 Clustering without controlled 
initialisation 

Clustering with controlled 
initialisation 

Category Precision Standard deviation Precision Standard deviation 

1 44,96 10,96 64,09 7,86 

2 38,87 13,94 66,91 3,37 
3 46,80 11,11 61,40 2,14 
4 37,49 04,69 50,40 1,89 
5 41,89 11,78 75,44 3,47 
6 53,68 16,09 83,81 2,92 
7 69,61 17,94 80,69 1,88 
8 56,48 21,39 86,62 1,00 
9 71,44 20,13 94,41 0,85 
10 77,04 20,96 94,20 0,59 
11 74,43 15,72 87,62 0,93 
12 59,01 16,96 80,23 1,81 
13 46,65 18,27 76,72 3,07 
14 87,78 10,11 94,94 1,41 



15 72,51 14,82 84,35 1,60 
16 49,43 06,54 59,76 3,84 
17 47,87 10,42 58,98 3,50 
18 53,69 16,55 79,22 2,51 
19 32,87 13,49 64,35 10,41 
20 27,66 03,83 37,89 5,79 

Conclusions 

The paper presents fundament of clustering and refines it according to 
requirements of the domain of text document classification. The most important 
findings and facts, which were deducted from the algorithm implementation and 
testing are presented in the experimental part. Comparison of results of the 
experiments with clustering method k-means and k-means with controlled 
initialisation is described. 

Clustering is suitable for application in electronic information systems, for library 
applications, applications for design and realisation of Internet crawling – 
realisation of structural search, automatic actualisation of catalogues, search for 
mirror pages and pages located on other URLs after their migration, elimination of 
very similar search results to a given question, automatic detection of plagiarism 
and so on. 

Some questions remain open, for example the question of cluster labelling and 
documents clustering with implicitly assigned more than one category (fuzzy k-
means, cluster overlapping). The presented work deals with only a small part from 
the domain of information extraction from web-pages using machine learning 
methods. 
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