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Abstract: Nowadays there a lot of approaches used there refering the classification the 
data into groups, starting with classical statistics methods and closing with the approaches 
using means of an artificial intelligence. The report is dealing with a fuzzy clustering of the 
Earth screen data following the function of its reference (fuzzy clustering). There were 
described and on a real data experimentally proved two of basic clustering algorhitms 
there: fuzzy c-means and the Gustafson-Kessel algorithm. 
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1 Introduction 
Clustering is to be one of the solutions of the case of a learning beyond control, 
where no class labeling information on the data is available. Clustering is a 
method of dividing the data into groups (the clusters), ‘seemingly’ making a sense. 
Clustering algorithms are usually a high-speed and quite simple. It does not need 
any in advance knowledge on the data and the form having been used, and makes 
a solution by comparing the given samples to each other and to the clustering 
criterion, as well. 

The simplicity of the algorithms can also be a disadvantage: the results may vary 
greatly using a different kind of clustering criteria and therefore unfortunately, 
also nonsense solutions are possible. Also use of some algorithms the order, the 
original samples are introduced at, can cause a great difference in the results. 

Despite the disadvateges, clustering is used in many fields of the science, 
including machine vision, life and medical sciences and information sciences, as 
well. One of the reasons for that is to be the fact that intelligent beings, the human 



beeings included, are known for using the idea of clustering in areas of many brain 
functions. 

2 Definition of a Cluster 
Define some basic concepts of clusters in a mathematical way. Let X be a set of 
data, that is X = {x1, x2,…, xn} where every xi = (xi1, xi2, …, xik) is described by k 
features. So called m-clustering of X is its partition into m parts (clusters) Z1,…, 
Zm, so that 

1   None of the clusters is empty; Zi ≠ Ø 

2   Every sample belongs to a cluster 

3   Every sample belongs to a single cluster (crisp clustering); Zi ∩ Zj= Ø, i≠j. 

Of course, it is assumed that vectors in cluster Zi are in some way “more similar” 
to each other than to the vectors in other clusters. Figure 1 illustrates couples of 
different types of clusters; a compact, a linear and a circular one. 

 
Figure 1 

Couple of different kind of clusters: a) compact, b) linear, c) circular 

3 Fuzzy Clustering Algorithms 
While there at the classical fuzzy analysis each of the data must be allocated to a 
just one cluster, the Fuzzy Cluster Analysis moderates the postulate enabling a 
gradual membership, i.e. it offers an opportunity to deal with data belonging to 
more than one cluster at the same time. Affiliation of a “k” subject to an “i" cluster 

iku can reach values of <0,1> interval. There are describe two of basic clustering 
algorithms: fuzzy c-means and the Gustafson-Kessel algorithm. 



3.1 Fuzzy C-Means 
Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to 
belong to two or more clusters. This method is frequently used in pattern 
recognition. It is based on minimization of the following objective function: 
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where 

iku   degree of relationship of ix  factor to a j-th cluster, 

kv   center of the k-th cluster, 

m   indeterminancy parameter, where m > 1, 

( ),k id x v  expressing the distance between an ix factor and the center of 

the  j-th cluster, 

X  Set of subjects, 

V   set of clusters, 

U  function reference matrix of the x subjects to partial “Z” clusters 
is to be generated accidentally, 

Fuzzy partitioning is carried out through an iterative optimization of the objective 
function shown above, with the update of membership uij by 
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and the cluster centers cj by 
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This iteration will stop when  )1()( −− tt UU ε< , (4) 

where  is a termination criterion between 0 and 1, whereas i are the iteration 
steps. This procedure converges to a local minimum or a saddle point of Jm. 



The algorithm consists of the following steps: 

1 Accidental initialization of the reference matrix: 

2 Calculation of the vi cluster fusion centres according to formula of (3) 

3 Aktualization of the “U” reference matrix  according to formula of (2) 

4 Algorithm finishes at the moment the difference of the reference between 
the actual step and the previous one is less than the  tolerance having 
been choosen. In a case the offset is more, the algorithm is repeated 
sunce the step 2 till the condition (4) is fulfilled. 

3.2 Gustafson&Kessel Algorithm 
Gustafson & Kessel is an extension fuzzy c-means algorithm on an adaptive norm, 
enabling to provide clusters of various shapes in one set of date. Every cluster is 
characterized by its normalization matrix Ai. The matrix Ai are applied as 
optimization of variables in c-means functional. Each of the clusters is able to 
adapt one’s own norm, in accordance with a topology data of a specific region. 
The objective function is defined as: 
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where 

iku  membership level (degree) of xi element in  j cluster, 

m  fuzziness (m > 1), 

( ),k id x v  distance between element xi and centre of cluster i 

iA  standardization matrix of each cluster, 

X  set of objects, 

V  set of clusters, 

U  matica funkcií príslušnosti objektov x k jednotlivým zhlukom Z, 
je vygenerovaná náhodne, 

c  number of objects, 

ε  tolerance. 

Gustafson&Kessel algorithm consisted of the following steps: 

1 Incidental initialization of set of membership 



2 Compute matrix of covariance F by relation 
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3 Updating of matrix of the U- membership by relation  
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where ( ),k id x v distance between element kx and centre of cluster i 
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and standardization matrix Ai by relation (9) 
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4 Iteration repeating by step 2. Clustering finishes, when there reached finish 
conditions there. 

4 The Obtained Results on Clustering the Earth 
Screen Data 

The data set consists of 368 152 specimen of the Earth surface, where one of them 
represents area of 30 x 30 metres, representing total of 332 sq kms of a land. 
Specimen of the Earth surface is characterized by a 7- dimensional vector at which 
the partial factors are descriding the brightness of the seven spectral bands.The 
data were obtained from transmission research of the Earth by LANSAT sattelite. 
Fusion the data was realized via fuzzy c-means and Gustafson&Kessel algoritms  
for varied values of “m” parameter of indeterminancy from interval of <1,5; 5>. 
Figure 2 shows a real picture of the Earth area having been researched. 

The obtained data were clasified to 7 classes (clusters): old city, new city, the land 
not used, agricultural area, mine area, forest, water. 



 
Figure 2 

Photography of the transmission researching the Earth 

Figures 3 and 4 show the best results of clustering, using the described fuzzy 
methods of c-means and the Gustafson & Kessel Algorithm, having been reched at 
the parameter of indeterminancy m=2. 

 
Figure 3 

Result of fusion the FCMeans refering to parameter of indeterminancy m=2 

 
Figure 4 

Result of fusion the G&K refering to parameter of indeterminancy m=2 

Legend: 
██ old city ██ mine area 
██ new city ██ forest 
██ the land not used ██ water 
██ agricultural area 



Conclusions 

In the article there were described and via real Earth surface data experimentally 
attested fusion algorithms of c-means and of Gustafson&Kessel Algorithm. 
Comparing the results of classification the data via both of the methods, Fig. 2 and 
4, it is possible to see a considerable deuce with a real picture of the Earth surface 
having been researched. For both of the fusion methods there were areas of mines 
and water areas problematic there.The reason for that is to be the fact that a 
specimen number was small and that these zones covered just a small part of the 
area having been researched. 

The stated algorithms reach the high success in classification, they are also highly 
effective at the classification of a certain types of data. 

Classification of a larger number of data of the same class is exact enough, 
anyway, as stated above, the problematic ones are the classes including a small 
number of specimen. Excluding these special cases, the algorhitms described here 
are of a great application potential in many areas of human activities. 
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