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Abstract: Every software system during the life cycle undergoes an evolution in dependence 
on new requirements such adding a new functionality, improving or removing the existing 
one, improving the performance of system and so on. Nowadays, in regard of robustness of 
software systems, new possibilities of an automatic evolution of existing software systems 
are searched. The human intervention to an evolution process should be as minimal as 
possible. There are many researcher teams that try to solve this problem, mostly using 
object oriented approach. In our research project we concentrate on suitable properties of 
functional, object-oriented and aspect-oriented paradigm. An experimental process 
functional language (PFL) has been developed to combine and integrate suitable 
properties of these paradigms. The paper deals with particular paradigms and how these 
paradigms and their properties will be used for our purpose. Also source to source 
transformation from PFL to Petri Nets will be shown. 
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1 Introduction 

Many researchers try to solve the problem of software system evolution especially 
using object-oriented paradigm. In our research project we concentrate in solving 
this problem on functional paradigm. Functional languages [10, 11] represent a 
declarative manner of program development that is based on mathematical 
understanding of problem. Using mathematical formalism and constructions with 
a strict defined semantics the problem can be described effectively. On one hand, 
functional languages can increase the reliability of the system from the correct 
functionality point of view, but on the other hand, using only functional languages 
not all real world events such states, input and output functions, error handling etc. 
can be expressed because of lack of side effects (lack of assignments). Therefore it 
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was necessary to extend pure functional paradigm using imperative and object-
oriented properties [14]. At Faculty of Electrical Engineering and Informatics the 
Process Functional Language (PFL) has been developed. This language combines 
appropriate properties of functional, imperative and object-oriented paradigms. 
Additional improvements can be achieved using aspect-oriented techniques which 
are based on weaving certain parts of code (advices) to an original source code 
without its modifying. The process of weaving can be static or dynamic. In our 
research project we concentrate on dynamic weaving process because it can 
change and control the behavior of the software system during its run time. In 
Section 2 our motivation will be described, in Section 3 the process functional 
paradigm will be introduced, in Section 4 an easy example of source to source 
transformation from PFL to Petri Nets will be shown. Section 5 discuss the aspect-
oriented paradigm, in Section 6 related works are mentioned. In conclusion future 
goals are resumed. 

2 Motivation 

An existing software system during its life cycle undergoes an evolution in 
dependences on new requirements. Evolution is an inevitable process when 
developing any type of software system and belongs to costly stage in its life 
cycle. Automatization of this process will reduce time costs and resources required 
to carry out this stage of the life cycle and development. To express large and 
complex software systems multiple paradigms are required. For our goals we 
focus on relation between different paradigms (pure functional, object-oriented 
and aspect-oriented). Based on the idea of integration of positive properties of 
particular paradigms, the process functional paradigm has been developed. In 
addition, it was determined that using aspect-oriented approach the behavior of the 
software system can be controlled and make the evolution process automated.  
The weaving mechanism should be a mechanism for automatic implementation 
that is based on process functional paradigm. Pure functional specification, 
algebraic specification and temporal logic will be used by goal definition of the 
evolution. It means, the software system can be seen from 3 different points of 
view – pure functional, algebraic and temporal logic (as subsequent of events). 

3 Process Functional Paradigm 

As mention about, the main reason for developing the process functional paradigm 
was to associate positive properties of pure functional, imperative, object-oriented 
and nowadays also aspect-oriented paradigms. The paradigm comes out from pure 
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functional language Haskell [6, 7, 8]. Primarily, the pure functional language was 
enhanced to store the values in memory cell through environment variable. The 
environment variable expects some data value (value of some type T), but may 
also contains an undefined value (⊥ ). Also unit value () is used and has a 
function of control value to access the value stored in memory cell. Large systems 
can communicate through the environment variables exchanging and accessing its 
values. On the other hand, the environment variable serves as an attribute for 
arguments of pure function. Such function with attributed argument is called 
process and environment variable is used only in type definition of the process, 
not in its definition [6, 7, 12]. There are two basic processes that can handle with 
values stored in environment variable – data process (data) a control process 
(control): 

data :: v T →  T   control :: v T → () 

 data x = x   control () = () 

 a.) data process   b.) control process 

As mention about, using these processes the value stored in environment variable 
can be handled as follows: applying the data process data to a data value (of type 
T), the value in environment variable will be updated to an actual value of process 
argument. On the other hand, applying the control process control to unit value () 
(of unit type ()), the value in environment variable will be accessed, but remains 
unchanged. Using environment variables, state can be manipulated like in 
imperative language.  In the following, an example of such data process will be 
shown and illustrated.  Let us have a process of two arguments as follows: 

proc :: uT1 →  vT2 →  T 

   proc  x y = x∗ y 

Let us assume that values in both environment variables are undefined ⊥  (Fig. 1). 
The process proc is applied to arguments 5 and 6 (proc 5 6). The result of the 
application will be 30. The application affects also the value in environment 
variables as follows: environment variable u contains value 5 and environment 
variable v contains value 6 after application. It means, both of these environment 
variables are updated (Fig. 2). It is necessary to say that the application (proc 5 6) 
is evaluated by subsequent parameter passing. 
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Figure 1 

Before application 

 
Figure 2 

After application 

In the example above u and v in type definition of process proc are environment 
variables that represent also attributes of pure function arguments. On the other 
hand, variable x and y in definition of process proc represent lambda variables. In 
process functional paradigm the lambda variable represents not only bound 
variable used in the body of an anonymous function but also a stack memory cell. 
Next, an example of using unit type to access the value in environment variable 
will be shown. Let us have a pure function function with a local process 
local_proc (contains an environment variable as an attribute of function’s 
argument T1) as follows: 

  function :: T1 →  T2 →  T 

  function x y = local_proc  x y + local_proc  () y + 2 

      where   

   local_proc :: xT1 →  T2 →  T 

   local_proc  x y = x*y 

When we apply function function to arguments 5 and 6 (function 5 6) then the 
result of this application will be 62. Applying the process local_proc to a unit 
value () the value 5 stored in environment variable, as a result of the previous 
application of this process, is accessed and used as an argument of process 
local_proc. The variable x in function function designates the lambda variable and 
x in process local_proc designates an environment variable – it means, for both of 
x the same memory cell on the stack is used. 

As can be seen, the processes manipulate with a state what can be designated as 
state transformation that has an important role in source to source transformation 
from PFL to Petri Nets. 
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4 Using Petri Nets 

Petri net is one of the several mathematical representations of discrete distributed 
systems. It is also a modeling language that graphically represents the structure of 
the system [9]. Our goal is to achieve that Petri net can be used to execute the 
program. The main idea is that we have pure functions (for example add, sub) and 
environment variables that are separated from each other and can be associated so 
that pure functions are connected with environment variables (input, output), 
whereby these variables can be shared by various functions, to achieve a 
transformation. These transformations are separated and have pure functional 
core. For our purpose Petri nets can be defined as follows: 

   PN = (E, T, I, O), where 

E = {u, v, w | u: Tu, v: Tv, w: Tw} represents set of typed variables (variable 
contains the value of some type T or undefined value ⊥  so T = T∪ {⊥ }), 

T    represents the set of transformations from input to output, 

I: T →  E  represents an input function, 

O: T →  E   represents an output function 

In state transformation has an important role state function or transition function 
that transforms input values to output values and is defined as follows: 

   δ:  Tn →  T →   Tn 

For example, if there are two inputs values that are transformed to two outputs 
values the transition function is defined as follows: 

   δ:  T2 →  T →   T2 

   T2 = Tu ×   Tv   

A simplified example of such transformation is shown on Fig. 3. 

 
Figure 3 

A simple example of transformation 
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This idea will be shown on a simple example. Let us define two pure functions 
function1 and function2 as follows: 

function1:: T1 →T2→T3 

function1 x1 x2 = expr1 

function2:: T1 →T2→T4 

function2 y1 y2 = expr2 

At this moment, the form of expression on right hand side is not important. Next, 
the input and output functions are defined: 

   input :: v1T1→  v2T2 →  ()   

   input z1 z2  =  out (function1 () ()) 

(function2 () ()) 

                  where 

      function1 :: z1T1 →  z2T2→T3 

      function2 :: z1T1 →  z2T2→T4 

output :: v2T2→  v3T3 →  ()   

output _ _ = () 

Based on this, the transition (from input to output) can be defined as t = (input, 
output) and t ∈  T. As mention above, pure functions and environment (input, 
output) variables are separated from each other. Next, pure functions are 
connected with these variables in order to perform a transformation. These 
transformations are separated. 

5 Towards Aspect-oriented Approach 

Aspect-oriented programming languages provide facility to interrupt the flow of 
control in application at specific points (join points), and insert new computation 
(advice) at this point without modifying the original source code [3, 13, 15]. 
Advice represents a piece of code that can manipulate the surrounding state and 
affect globally running application. In order to triggered advice at specific join 
points, specified conditions defined by programmer should be met. When 
conditions are met an advice is woven in join point by weaving mechanism. The 
weaving mechanism is crucial because it can change and control the behavior of 
the software system during its run time. Generally, aspect-oriented paradigm has 
been built as an extension to object-oriented and procedural languages but also 
functional languages can benefit from positive properties of aspect-oriented 
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approach. In our research project aspects are a subject of research, have been 
integrated to process functional language and analyzed. The weaving mechanism 
seems to be an appropriate mechanism for automatic implementation that is based 
on process functional paradigm and enables the process of evolution to be 
automated. 

6 Related Works 
Many researches concentrate on dynamic software system evolution and how to 
change the behavior of an application during its execution without shutdown it. 

In [1] an architecture for ‘closing feedback loop’ over the entire software system 
evolution process is proposed and enable the construction of self-evolving 
software systems that are capable of automatically detecting when changing 
external circumstances or internal conditions can better handled by alternate 
software modules and enables dynamically swap these modules into place. They 
introduce a concept of evolution engine that oversees a running application and 
decides when and how to evolve it based on run time information. 

Manuel Oriol in his thesis [4] concentrates also on the dynamic software system 
evolution based on object-oriented languages. He tries to provide dynamic, 
unmarshalled and unanticipated evolution of software systems. The main idea of 
this consists in maximum disconnection of the particular parts of an application 
and on concepts of the anonymity, associative naming and asynchronism. As 
mention above, the work concentrates on object-oriented languages where a piece 
of code is connected to another in such cases as class inheritance, direct references 
from one object to another, synchronization constrains between different pieces of 
code, etc. The basic building blocks of an application represent entities that can 
communicate with each other only through services that are handled with services 
invocation by communication infrastructure. An entity requests invocation of the 
services by providing a description of its need to service manager that chooses the 
suitable service, according to their descriptions without naming them. 

In [2] Peter Ebraert and Eric Tanter try to update an application dynamically using 
based-application and meta-level layer that are connected. Through meta-level 
layer manipulation the behavior or structure of a based-level application can be 
changed. The application has cleanly separated entities at the based-level and its 
representation at the meta-level. The application can self-evolve through meta-
level manipulation. 

In [5] a framework to control software system evolution has been developed. The 
framework permits the analysis and prediction of indicators of software system 
evolution such system size or complexity and defines a set of methods to handle 
the problems like unused object removing, libraries re-modularization using 
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genetic algorithm or restructure the source file directory organization. It is based 
on diagnostic and predicting system reorganization opportunities and performing 
some reengineering actions. 

Conclusions 

Separation of concerns and modularization are essence for software system 
evolution. By combining transformations, that was described in section 4, we need 
to make provision for a property of system we would like to obtain through these 
combinations. The essence problem of software system evolution are system‘s 
properties because these properties are often expressed not clearly in specification 
of the software system. If the specification is not clearly then the behavior of the 
system can not be changed effectively. Our future goal is to express properties of 
the system as clearly as possible based on algebraic specification and try to predict 
these properties in the future applying decision rules in process of evolution. The 
crucial role in software system evolution has weaving process. 
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