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Abstract: In recent years, deep metric learning and contrastive learning have become essential approaches to represent 

similarity and difference using neural networks. By comparing pairs or triplets of examples, these methods construct 

embedding spaces that are the foundation of modern computer vision, natural language processing, and multimodal 

systems. Yet, while they have enabled breakthroughs in object re-identification and face verification, fundamental 

challenges remain: efficient negative sampling, robust training stability, and generalization across domains. 

In this talk, I will provide a brief overview of the evolution of metric and contrastive learning, from early Siamese and triplet 

architectures to recent developments in loss functions and sampling strategies. Building on these foundations, I will 

highlight the current research frontier, beyond pairwise comparisons toward self-supervised representation learning. 
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With more than a decade of research and teaching experience, his work focuses on deep learning, metric and contrastive 
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