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ABSTRACT

To counter the rapidly complicating image forgery methods due to easily accessible technologically
advanced tools, passive image forensic methods have also undergone massive evolution. Presently,
deep learning based techniques are regarded as state-of-the-art for image processing/image
forgery detection and classification due to their enhanced accuracy and automatic feature
extraction capabilities. But the existing deep learning based techniques are time and resource-
intensive as well. To cater for these solutions with complexities as stated, this research focuses on
experimentation using two state-of-the-art deep learning models; SmallerVGGNet (inspired from
VGGNet) and MobileNetV2. These two models are time and resource friendly deep learning
frameworks for digital image forgery detection on embedded devices. After rigorous analysis, the
study considers a suitably modified version of MobileNetV2 to be more effective on copy-move
forgery detection which also caters for inconsistencies executed post-forgery including visual-
appearance related such as brightness change, blurring and noise adding and geometric
transformations such as cropping and rotation. The experimental results demonstrate that the
proposed MobileNetV2 based model shows 84% True Positive Rate (TPR) and 14.35% False Positive
Rate (FPR) for the detection of digital image forgery post-processed with the said multiple attacks.



RESEARCH MOTIVATION & CONTRIBUTION

• Literature shows that the existing techniques on digital image forgery authentication using deep
learning are time and resource-intensive. Therefore, this research proposes a time, resource
friendly and embedded devices-compatible deep learning based technique for digital image
forgery detection and analytics.

• The proposed technique is copy-move forgery-centric and caters for the attacks executed after
the forgery including visual-appearance related such as brightness change, blurring and noise
adding and geometric transformations such as cropping and rotation.

• The contributions of this paper can be outlined as:
 Generation of a composite dataset composed from the publicly available authentic forged image

datasets consisting of copy-move forged images post-processed with multiple attacks.

 Investigation to propose a best-performing lightweight deep learning model from a custom-built
conventional convolutional neural network (CNN) framework or modified inverted residual block-based
CNN framework.

 Identification of a deep learning based solution which is time and resource efficient, robust and
competently accurate.



METHODOLOGY

In order to detect and classify the copy-move forgery along with post-processed attacks in
digital images using deep learning models, the following steps are taken:

• Implementation of SVGGNet (architecture visualized in Fig. 1(a)), a compressed
version of VGGNet framework, was built to take input image of size 96×96×3.

• Implementation of a highly efficient and lightweight network, MobileNetV2 model
(architecture visualized in Fig. 1(b)), .

• Dataset Preparation, Data Preprocessing and Augmentation

 dataset preparation was composed from three databases: (1) CoMoFoD [16]; (2) MICC-
F2000 [17]; and (3) CASIA ITDE 2.0 [18].

• Design Implementation Controlling Preset Hyper-parameters, Methods and Functions



METHODOLOGY(CONT.)
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Fig. 1. Deep learning models architectures implemented in this research.



TESTBED SETUP

• Both the proposed networks were implemented in Keras running on top of the deep learning 
framework TensorFlow™ 

• After data modelling, the trained models were evaluated using the validation data partition to 
analyze their performance on outputs with known values for predictive analytics. 

• The resulting models were then deployed to test their predictive probability, as presented and 
discussed in the Results section of this paper. 

• The schematic flowchart of design implementation with both CNN architectures, SVGGNet and 
MobileNetV2, showing various predefined controlling hyper-parameters and methods/functions 
is visualized in Fig. 2.
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Fig. 2. Schematic flowchart of design implementation for both models.



RESULTS AND DISCUSSION

Fig. 3. Training vis-à-vis validation loss and accuracy plots 
for both models SVGGNet (top) and MobilNetV2 (bottom).

Fig. 4. Confusion matrices for both models SVGGNet (left) and 
MobilNetV2 (right).

Evaluation Metric SVGGNet MobileNetV2

Accuracy 87% 85%

TPR 87% 85%

FPR 13% 19%

TABLE I. Comparative Summary – Evaluation Metrics.



COMPARATIVE ANALYSIS OF MODELS

Dataset and Image Details Input Images SVGGNet MobileNetV2

TPR% FPR% TPR% FPR%

CoMoFoD

*Original 15

93 28.6 91 26.7
Forged + Brightness 
Change, Blurred, Noisy 15

MICC-F2000

*Original 15

40 4 77 2
Forged + Geometric (Scaling 
& Rotation) 15

Overall

Original 30
67 16.3 84 14.35Forged 30

*Original images from CASIA ITDE V2.0 dataset are also included.

TABLE II. Predictions Comparative Summary of both models.



VISUAL RESULTS

Input Image with 

Description 

SVGGNet Output with 

Remarks 

MobileNetV2 Output with 

Remarks 

Input Image with 

Description 

SVGGNet Output with 

Remarks 

MobileNetV2 Output with 

Remarks 

 
Original 

 
Correct detection  

Authentic Image: 94.86% 

 
Incorrect detection 
Forged Image: 89.27% 

 
Forged with cropped & 

pasted patch 

 
Incorrect detection 

Authentic Image: 92.63% 

 
Correct detection 

Forged Image: 91.53% 

 
Forged with semi-rotated 

patch 

 
Incorrect detection 

Authentic Image: 92.47% 

 
Correct detection 

Forged Image: 87.97% 

 
Forged with rotated patch 

 
Incorrect detection 

Authentic Image: 92.20% 

 
Correct detection 

Forged Image: 89.26% 
 

Fig. 5. Prediction results sample images from MICC-F2000 database  - SVGGNet vis-à-vis MobileNetV2 . 

 



SUMMARY OF THE FINDINGS

• Regarding inference time for both networks, it remained at 3.09 seconds on the average for
SVGGNet model. Whereas, the inference time for the MobileNetV2 model remained at 4.20
seconds on the average.

• According to the results, it can say that MobileNetV2 model is a standout performer during the
deployment phase by showing values of 84% and 14.35% for TPR and FPR metrics respectively as
compared to those of 67% and 16.30% for SVGGNet model respectively.

• The lightweight and computationally efficient characteristics of MobileNetV2 also make it a
preferred choice to address the problem underpinning this research.



CONCLUSIONS & FUTURE WORK

In order to detect and classify copy-move forgery in digital images efficiently using
a lightweight yet robust deep learning model, the model proposed through this
research can be regarded as a worth-mentioning contribution of this work.
Moreover, the copy-move forged images post-processed with multiple attacks
related to visual-appearance and geometrical operations detected with high
confidence using the MobileNetV2, add to the novelty of this research. From the
experimental results, it is evident that appropriately modified MobileNetV2
emerged as a robust and resource-friendly CNN framework by occupying a disk size
of merely 11 MB, validating the finding by [15], where the researchers highlighted
that it has disk size of only 13 MB. Hence it can be said that given the resource-
constrained environment, the proposed modified MobileNetV2 model is a
computationally lightweight, reliable and accurate solution for the desired task. In
future, this work is extendable to multiple-class forgery detection and analytics
(splicing and retouching) along with localisation in digital images.
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