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Motivation

● Language models are uninterpretable
● PR disasters

○ Microsoft’s Tay[4]

● Classifiers used in controllable text generation
○ Plug and Play Language Models[1]

○ Neural Programming Interfaces[2]

○ The above interface with OpenAI’s GPT-2[3]



Data Collection



Classification of offensive and non-offensive text



Classification of offensive and non-offensive text



Classification of cat- and non-cat-sentences:

● 99.9% accuracy (feed-forward NN)



Classification of cat- and non-cat-sentences:

1
2
3
4
5
6
7
8
9
10
11



Could text representations 
from language model hidden 
layers be used in place of more 
traditional embeddings?



Comparison: Universal Sentence Encoder[5]

● Traditional full-sentence embeddings fail at classification task



A note on choice of hidden layers



Conclusion
● Simple feed-forward networks without residual connections are 

sufficient for classification of language model hidden layers

● Classifiers glean beyond word-level semantic information from 
representations

● These deep text representations may be preferable to traditional 
embeddings in some applications
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