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 ”Fake news is a news article that is intentionally and verifiably false.”

 Fake news is not truthful and may be misleading or used to deceive the people.

 Using online technologies and platforms, fake news could be spread massively in a very short time.

 Early detection of the fake news is very important.

 The automated mechanisms are developed to detect the fake news.

 Machine learning and natural language processing (NLP) techniques are frequently utilized.

 Neural networks became very popular in recent years, also in fake news detection.

Fake news
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 People are spending
more and more of
their lives in the online 
environment.

Fake news detection

 There  are  many  
advantages like the 
ability to read, share, 
and publish information
for all. 

 Information exchange 
via the Internet takes 
less time and money.

 Although  the  quality  
of  news  published in 
unverified sources is 
much lower than in 
traditional portals, 
thanks to the
mentioned advantages, 
people tend to search 
for such information 
more.

 Deep learning models  
became  very popular  
to identify the fake 
news  from  the text. 

 Advanced neural 
network models have 
been successfully and 
proved efficient in   
automated detection  of   
the  fake  news.
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 This work aims to detect the fake news in the Slovak online space using deep learning methods.

 Our research task is focused on detecting fake news on a specific domain, and we have solved this task 
by creating models of neural networks.

 We focus on detection based on news content (text), without using any other data (images, authors or 
source info, etc.).

 We used recall, precision and F1 score to evaluate the models, and we wanted to achieve the best 
possible results.

Problem understanding
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 To collect the news articles in the Slovak language, we used the MonAnt platform.

 Individual articles can be obtained using Postman application.

 The final dataset contains articles from web sites aktuality.sk, hnonline.sk, ta3.com, slobodnyvysielac.sk,
zemavek.sk, magnificat.sk, panobcan.sk, hlavnespravy.sk and protiprudu.sk.

 Target attribute is binary, 0 for True News or 1 for Fake News.

 Credibility of the news articles is set according to konspiratori.sk´s help, and manually by randomly 
selecting a few articles from each publisher, reading them in detail, and setting the labels manually.

Data understanding
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 Removed unnecessary information from the collected 
articles and left only the body's content, i.e. the 
article’s entire text and perex.

 Empty values - filled in up to 2,278 articles with text 
from the perex, if the article contained empty values 
for body and perex were removed.

 Balanced the target by down-sampling of the True 
News class records.

 The dataset consisted of 9 979 True News and 9 048 
Fake News after preparation.

Data preparation
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 All punctuation marks, characters and hypertext links 
have been removed.

 The text has been tokenized, and also the stop words 
have been removed, then Word2Vec embeddings 
were used.

 Dataset was divided into the training set (11,410 
samples), the validation set (3,803 samples), and the 
test set (3,804 samples).
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 All models were implemented in Python language using Tensorflow and Keras libraries. 

 The experiments were conducted on a PC equipped with a 4-core Intel Xeon processor clocked at 4GHz and 
NVIDIA Tesla K40c GPU with 12 GB memory.

Models training
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 Model 1 achieved an overall accuracy of 92,38%. 

 We can see that a larger classification loss occurs in Fake News 
class, where up to 190 Fake News were classified as True News
while 100 True News were classified as fake.

Model 1
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 Model 2 achieved an overall accuracy of 93,56%.

 We can see that a larger classification loss occurred in the Fake 
News class, where 181 Fake News were classified as True News, 
while 64 True News were classified as fake. 

Model 2
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 The  work described deep learning models for detection of fake news from the Slovak news articles.

 We approached this problem as a binary classification task - True news or Fake news.

 We trained 2 deep learning architectures - CNN and LSTM neural networks.  

 We  used  only the  text  content  of  the  articles  and  applied  standard  pre-processing methods. 

 LSTM  architecture could detect most of the false articles while producing fewer false negatives than the 

CNN approach.

 For  future  work,  we  will  focus  on  the  expansion and improvement of the dataset - particular topics 

and more data.

Conclusions
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